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POLARIZATION MULTIPLEXING SYSTEMS

Thomas D. Moran and Bernard J. Lamberty

Boeing Electronics Company, High Tcchnology Center

Abstract

In a polarization diversity system it is conceptually feasible to multiplex two

orthogonally polarized signals onto a single channel. The savings in system

hardware could be significant, particularly if the antenna is a phased array and

multiplexing can be achieved near the front end of each element. Multiplexing

however, increases T/R module complexity and could degrade polarization

orthogonality below acceptable levels if isolation between channels is not

preserved. A study was conducted to evaluate advantages and disadvantages of

three different multiplexing techniques; frequency, quadrature, and

pseudorandom code. Increase in bandwidth, phase sensitivity, and complexity

relative to a two channel system are compared.

1.0 INTRODUCTION

A polarization diversity system receives and processes two orthogonally

polarized signals simultaneously. This normally requires two independent sets of

hardware throughout the system up to the location where the two signals are

processed or combined. Depending on the specific application, a minimum level

of isolation along with phase and amplitude balance must be preserved between

the two signals to maintain polarization orthogonality. If these two signals could
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be multiplexed onto a single channel while maintaining adequate channel isolation

and balance, a significant system simplification and therefore cost savings is

potentially available.

Radar, communications, and ECM are examples of systems which often use

polarization diveisity and so could benefit from polarization multiplexing. An L-

band radar application was used to evaluate this concept. To provide parameter

values for comparison between multiplexing candidates, the following

specifications were selected for this study: channel isolation >30 dB, frequency

band center = 1 GHz, bandwidths = 10 MHz and 100 MHz. Extrapolations to

other applications can be made based on results of this study.

Figure 1 shows schematic diagrams of typical T/R modules used to evaluate

the polarization multiplexer approaches. Figure la shows a module without

polarization multiplexing; Figure lb shows the same module with multiolexing

incorporated. Note that transmission is on a single polarization whereas the

return signal is received simultaneously on orthogonally polarized channels.

Such a system might be used to suppress interfering signals via polarization

nulling or to characterize target scattering as a function of polarization. The dual

channel system requires at least two combiner networks compared to one for a

multiplexed system. The potential to eliminate one array combiner and its phase

matched cables seemed to outweigh the complexity added by a

multiplexer/demultiplexer system - especially if the multiplexer could be

implemented with a microwave monolithic integrated circuit (MMIC).
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2.0 CANDIDATES

The three multiplexing candidates are frequency, quadrature and

pseudorandom code. These candidates, shown in Figure 2 along with their

respective frequency spectra in Figure 3, are described below.

In frequency division multiplexing a common local oscillator is mixed with

each polarization channel. 1 The upper sideband (fRF + fLO) is used by the

vertically polarized channel and the lower sideband (fRF - fLO) by the

horizontally polarized channel. These two frequency bands are summed and sent

to the N-way combiner along a common transmission line. Demultiplexing is

achieved at the array output by power splitting and filtering to separate the

upper and lower sidebands. These sidebands are then mixed with fLO and filtered

to recover the orthogonally polarized signals.

In quadrature division multiplexing the horizontal channel is mixed with the

local oscillator and the vertical channel with. the local oscillator phase shifted 90

degrees. 2 This places the mixer products (both upper and lower sidebands) of

channel one and two in phase quadrature allowing both channels to be combined

onto one line while preserving isolation. Demultiplexing is accomplished by

power splitting the common line and re-mixing with the in-phase and quadrature

local oscillator to preserve the time alignment of each channel at the

multiplexer. The mixer products are such that cancellation occurs eliminating

the undesired channel leaving the desired signal at the mixer output. Bandpass

filtering is used to remove extraneous products incurred through the

demultiplexing process.
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In code division multiplexing each channel is multiplied by a unique

pseudorandom code before the channels are summed and sent along a single

transmission line. 3 ,4 Typically maximum linear code sequences are chosen to

encode the channels. The same code sequence can be applied to each mixer within

the multiplexer provided that one channel's code is delayed by at least one code

bit. Since code sequences of this type have a DC component, isolation is limited

by code length. This DC component is inversely proportional to code length so if

sufficiently long codes are chosen a low DC component results. For example, a

31-bit code has a sufficiently small DC component to allow nearly 30 dB of

isolation between channels. Since the code is pseudorandom the spectral

distribution is sin(x)/x with main lobe nulls at plus and minus the code rate

about the center frequency. For a 10 MHz information bandwidth a 310 MHz code

rate is needed resulting in a 620 MHz multiplexed channel bandwidth.

Demultiplexing is accomplished by mixing the codes with the multiplexed channel

in such a way as to maintain the same time relationship that occurred at the

multiplexer. A bandpass filter is then use 4 to separate the desired channel from

the sin(x)/x spectrum of the undesired channel.

2.1 IMPLEMENTATION DETAILS

Single sideband frequency division multiplexing can be implemented within

each T/R module in two basic ways, through use of either single sideband

modulators or single sideband filters. The single sideband modulator approach

requires four mixers and two 0-180 degree hybrids per module. The single

234



sideband filter approach is more direct but requires phase matched, flat group

delay filters within each T/R module.

Quadrature division multiplexing is simpler from a hardware standpoint,

although to achieve the desired channel isolation, phase match between

multiplexer and demultiplexer local oscillators must be tightly controlled (±1 .8

degrees for 30 dB channel isolation). Additionally, this local oscillator phase

sensitivity can have an effe-t on selection of a T/R module configuration. The

common transmit/receive phase shifter shown in Figure lb alters this phase

match by delaying the multiplexed channel with respect to the local oscillator

thus degrading isolation. For L-band systems of narrow bandwidth (=1%) this

effect can be tolerated because the local oscillator frequency can be very low. For

wideband systems (=10%) however, isolation degradation is sufficiently severe

that if a phase shifter is to be included within the multiplexed channel (as shown

in Figure 1b), phase compensation in the demultiplexed local oscillator is

required. Alternately, two receiver phase shifters could be placed ahead of the

multiplexer such that the multiplexed channel and local oscillator remain in time

synchronization regardless of phase shifter position. This would require an

additional phase shifter and thus would increase array complexity.

Code division multiplexing is similar to the quadrature technique in terms of

T/R module complexity. While this technique requires a phase matched local

oscillator like the quadrature case, the isolation is much more tolerant of phase

mismatch. However a much higher frequency "local" oscillator must be used

which offsEts this. A potential advantage of this method is that more than two



channels may be multiplexed. This could be used to advantage in a dual

polarization system using sum and difference channels for angle-of-arrival data.

2.2 ME"SUREMENTS

Measurements were made of two of the multiplexed approaches, quadrature and

code, to verify that the specified level of isolation was achievable. No

measurements were made of the frequency technique because its performance is

easily predicted.

A model of a quadrature multiplexed system was measured with the test setup

shown in Figure 4a and pictured in Figure 5. Slightly different frequencies were

used fcr each channel so that relative channel isolation could be displayed on a

spectrum analyzer. Measurements were made with a 51 MHz local oscillator and

1000 MHz and 1003 MHz carriers for each of the two polarization channels. The

51 MHz local oscillator was used to accommodate the available 5% bandwidth 1

GHz tunable bandpass filters. (Note: isolators in the demultiplexer are

necessary to prevent high order products reflected form the bandpass filter from

reducing channel isolation via recombination within the mixer.) Measurements

indicated that 30 dB of isolation could easily be obtained with the quadrature

multiplexer method.

The test setup for the code division multiplexer model is similar to that of the

quadrature setup except the 0-90 degree hybrids are not required and no output

filtering was attempted due to the low code rate necessitated by available

equipment. A [5,2] 31-bit maximum linear code with a 10 MHz chip (clock)
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rate was used to drive the mixers as shown in Figure 4b. A digital delay circuit

was used to generate a one-bit delay for channel 2. Isolation measured =30 dB as

predicted for the 31-bit code.

2.3 COMPARISON OF ADVANTAGES AND DISADVANTAGES

The key advantage of a frequency division multiplexed system is complete

insensitivity to multiplexer/demultiplexer local oscillator phase. Its most

important drawback is that accurate phase matched filters both at the

multiplexer and demultiplexer may prove difficult to implement.

The key advantages of the quadrature division multiplexer approach are that

the multiplexer within the T/R module is simple and easy to phase match. The

low frequency 5 MHz local oscillator and its quadrature can be generated digitally

with a clock. Phase matching, while critical is simplified due to the low

frequencies involved. This technique tends to work best for narrow bandwidth

systems although it can be adapted for wide bandwidth operation by adding

additional hardware.

Code division multiplexing is much less phase sensitive than quadrature

multiplexing. However, because the code rate for a typical system with 1%

bandwidth is more than 50 times that of the quadratuie system, the low phase

sensitivity of this approach is overshadowed by the other technique's lower local

oscillator frequency. As a result of the high local oscillator frequency, the

multiplexed channel bandwidth is quite high - nearly 1 GHz for a 1% bandwidth

system and much higher for a 10% bandwidth system. Figure 6 compares
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isolation vs. local oscillator line length variation for the quadrature and code

division techniques.

Figure 7 summarizes advantages and disadvantages of the three multiplexing

alternatives.

3.0 CONCLUSIONS

In a two channel radar a multiplexed system has the potential for reducing the

number of high frequency power combiners and associated phase matched cables

by a factor fo two. This is achieved at the expense of a more complex T/R module

and the distribution of phase matched local oscillator lines.

For the L-band radar example with 1% bandwidth the quadrature

multiplexer approach appeared optimal. Its low frequency local oscillator

requirement, low channel bandwidth, and simple module multiplexer held the

greatest promise despite its phase sensitivity. Monolithic active mixers have the

potential for yielding small, inexpensive, phase matched multiplexers, which

because of their MMIC implementation could improve the cost/pertormance ratio

of a phased array system.
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Figure 5. Quadrature Division Multiplexer/Demultiplexer Test Setup
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INTERFERENCE SUPPRESSION USING AN ADAPTIVE POLARIZATION COMBINER

Bernard J. Lamberty and Robert P. Friedman

Boeing Electronics Company, High Technology Center

ABSTRACT

Polarization diversity systems receive and process dual, orthogonally

polarized signals. A circuit consisting of hybrids and phase shifters can be used

for combining these signals which may be of arbitrary magnitude and phase.

With proper adjustment of the phase shifters, either open-loop or adaptively,

total input power is sent to one output port while a signal null occurs at the

other. Thus the circuit is suited for either optimizing received power from a

desired signal or for suppressing undesirable in-band interfering signals. A

study was conducted to evaluate this polarization combining network including

determination of effects of component errors on null depth. Of particular

interest were quantization effects of using digital phase shifters and amplitude

detectors in the circuit. Null depth as a function of amplitude and phase of input

signals was calculated and compared with measurements for combiners using

both 4- and 5-bit phase shifters and for amplitude detection quantization levels

of up to 3 dB. Results are used to predict effectiveness of interfering signal

suppression as a function of incident signal polarization.
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1.0 INTRODUCTION

Polarization diversity can be used for signal enhancement or to suppress an

interfering signal whose polarization is different from the desired signal. Figure

1 is a schematic of a simple network that can be used to do this. V1 and V2 are

the incident signal voltages received by the orthogonally polarized antennas of the

diversity system. These voltages are of arbitrary relative magnitude and phase.

The first phase shifter, PHI1, is used to equalize their phases. When these equal

phase voltages are passed through the first hybrid, H1, its output voltages are of

equal magnitude. The second phase shifter, PHI2, is used to adjust these equal

magnitude voltages to be orthogonal in phase. Finally, when the equal magnitude,

orthogonal phase voltages pass through the second hybrid, H2, they add in phase

at one output and cancel at the other. Thus, the combiner can be used to either

extract all the power from an arbitrarily polarized signal at the sum output

port, or to cancel an in-band interfering signal at the null output port.* This

paper concentrates on the level of cancelXation available from practical

polarization combiner circuits.

2.0 DETAILS OF OPERATION

Voltage magnitude and phase relationships at successive junctions of the

polarization combiner circuit shown in Figure 1 are:

V1  Ve je0, V1' = Vle
j° °, V2 = V2 eJ0  (1)

For processing, the interfering signal must have some parameter to distinguish
it from the desired signal (e.g. bandwidth)
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V1  = . (V1 e j
0

+ V2 e-Jn/ 2 ) (2)

V2  = .L_ (VI e-J/ 2+ V2ej° °) (3)

V1  = .. (Vle-Ja+ V2 e - j ( a7t / 2 )) (4)

-\f2

VAO = .J. (V1 e - jx+ V2 e-J(a+7t/ 2 ) + V, e- jr + V2e-Jn/ 2 )) (5)

VE) = 1_ (Vle-J(a+n/ 2)+ V2 eiJ(a 7) + VleJ(n/ 2 )+ V2e j° °) (6)
,12

To find the values of alpha that sends all the input power to Port A and zero power

to Port B, the real and imaginary parts of VBO are each set equal to zero. This

results in:

+ '2

sin c = (8)
21 42
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Alpha, plotted as a function of IV1/V21 in Figure 2, varies from 0 degrees for

V1 =0 to 90 degrees for V1 =V2 to 180 degrees for V2 =0. If the values of alpha

shown in Figure 2 are increased by 180 degrees, maximum power appears at

VBO and the null appears at VAO. Relative phase between input signals is

arbitrary so PHI1 must provide 360 degrees of phase shift.

3.0 ADAPTIVE COMBINER EVALUATION

If the polarization combiner is to be adjusted or controlled remotely, digital

phase shifters may be more convenient for PHI1 and PHI2 than continuously

variable designs. Then since only a limited number of discrete values of phase

shift are available, total signal cancellation can only be achieved for certain

specific input signal amplitude ratios and relative phases. (See Figure 2). The

null depth for other input signal combinations is a function of number of bits in

the phase shifters.

In addition, if the combiner is adaptive, the phase shifters must be driven by

closed loop circuits as shown conceptually in Figure 3. Here the phase detector

circuit drives the first phase shifter, PHIl, until V1 and V2 are in-phase or as

close to in-phase as that digital phase shifter will allow. Then the amplitude

detection circuit drives the second phase shifter, PHI2, until a minimum signal

is present at VB . In another concept, the amplitude detection circuit is located

between PHI1 and H1. PHI2 is then driven to its appropriate phase setting based

on stored lookup tables taken from Figure 2. Because these or other

implementations could involve measurement of 1V1 /V2 1, effects of amplitude

measurement resolution on null depth were examined for quantization levels of 1
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dB, 2 dB and 3 dB. Hybrid and phase shifter error effects can also affect null

dep h and so were included in the study.

3.1 PASSIVE COMPONENTS ERRCR EFFECTS ANALYSIS

The sources of error in the adaptive polarization combiner circuit are; (1)

phase shifter errors (quantization, phase detection, and other deviations from

ideal phase settings), (2) input voltage ratio amplitude detection errors, (3) 90

degree hybrid amplitude and phase imbalances, (4) phase shifter insertion loss

variations, (5) phase shifter and hybrid VSWR and (6) hybrid isolation. These

error terms are listed in decreasing order of importance under the assumption

that the combiner uses typical hybrids and digital phase shifters with a least

significant bit of a few degrees. Equations 1-8, expanded to include the first 4 of

these error sources, were used to predict null depths for input voltage ratios of 0

to 60 dB. Effects of the most important sources were calculated first with less

important sources added in successive iterations.

Figure 4 shows null depth (dB below toial input power) as a function of input

voltage ratio if V1 and V2 are in phase. Note that PHI2 is the only source of

quantization phase error for this case since PHI1 phase = 0. There are four

shallow nulls of approximately 20 dB each when a 4-bit phase shifter is used

(22.5 degree phase increment) and eight shallow nulls of approximately 26 dB

each when a 5-bit phase shifter is used (11.25 degree phase increments). The

deep nulls between each of these correspond to input voltage magnitudes where

the required phase for optimum nulling is exactly equal to one of the phase

shifter bit settings. Shallowest nulls occur when the required phase for optimum
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nulling is half a bit from the two nearest available phase shifter bit settings.

Shallow nulls are lower by 6 dB for every additional bit in the phase shifter.

Identically shaped curves exist for input vuiiage magnitude ratios of 0 to -60 dB.

(See Figure 2).

Figure 5 is the same as the 4-bit case in Figure 4 except that the input

voltage phase differences range from 0 to 11.25 degrees. PHI1, used to co-phase

these voltages, now can introduce an additional quantization error which is

greatest at input voltage phase differences halfway between phase shifter bits

(11.25 degrees). Here the first deep null degrades to 20 dB and the first shallow

null to 17 dB. Degradations of both the shallow and deep nulls are less severe as

input voltage ratios increase. However, all nulls are less than 30 dB. Similar

curves were computed for the 5-bit case. Nulls were deeper by about 6 dB.

Responses are periodic with input signal phase difference. The periodicity is

related to quant',zation bit increments, that is, the same response occurs for

input voltage phase differences of Nx(bit increment) with N an integer.

Figure 6 is similar to the case shown in Figure 4 except that amplitude ratio

measuremeni quantization errors are included. Here the decision to switch phase

shifter settings is made in 1 dB, 2 dB or 3 dB increments of IV1I/ V 2 1. The

resulting null depth is compared to 0 dB amplitude resolution. Using the 2 dB

increment as an example, if 1V1/V2 1 is between 4 dB and 7 dB, PHI2 is set as if

that ratio were 6 dB. This degrades null depth for 1V1 /V2 1 between 5 and 5.4

dB, since the phase shifter would have a different setting in that range for zero

amplitude resolution error. For the 4-bit phase shifter case, this range of
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amplitude resolution errors affects the shallow nulls only which are degraded by

0.9 dB, 2.2 dB and 3.7 dB respectively.

Similar calculations were made for 5-bit phase shifters in the combiner.

Shallow nulls degrade by about 3 dB for both the 1 dB and 2 dB amplitude

resolution cases and by over 6 dB for the 3 dB resolution case. Also, the 3 dB

resolution case results in the loss of two deep nulls completely. Further null

degradation occurs if the input voltage phases are separated by half a bit. Then

the worse case null is about 16 dB for the 4-bit case and about 19 dB for the 5-

bit case.

Figure 7 shows the added error effects of hybrid amplitude imbalances and

phase shifter loss variations. Measured values of individual components were

used for these predictions. As shown in the figure, results depend on which input

voltage is larger since hybrid imbalance is constant. If its insertion loss is

greater on the V1 side, the effect will be different for V1>V2 than for V1 <V2 and

vice versa.

3.2 MEASUREMENT OF ERROR EFFECTS IN PASSIVE COMPONENTS

The error analyses were verified by measurements using the polarization

combiner model and test setup shown in Figures 8 and 9. Tests were conducted

over the 950 MHz to 1150 MHz band. A single RF source feeds a 3 dB power

divider which in turn feeds the sum and null lines in the test setup. In the sum

line there is a discrete level variable programmable attenuator with attenuation

bits of 1, 2, 4, 10, 20 and 40 dB. a variable analog phase shifter is used lo set

input signal phase differences. Pads are used between components to minimize
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VSWR interactions. The model uses four digital phase shifters, but only the two

in the sum line are used to adjust phase. The two difference line phase shifters

are always set to 0 degrees and are only used to balance insertion loss and phase

of the operated phase shifters.

Output null depths were measured from 950 MHz to 1150 MHz on the HP

8573 network analyzer with a marker on 1000 MHz to record data for single

frequency analysis comparison verification.

Figure 10 shows a comparison of measured null depths versus those computed

from the single frequency analyses. This plot is for an input signal phase

difference of 80 degrees and input magnitude ratios of 0 to 60 dB. All measured

component error terms are included in the analysis. The agreement is excellent

between measured and computed values. Similar comparisons for input phase

difference of 0 and 40 degrees also showed excellent agreement.

Figure 11 shows a comparison of measured and calculated data over a 20%

frequency band for an input voltage amplitude ratio of 10 dB and phase difference

of 40 degrees. The calculated data predicts the deepest null tu occur at a

frequency greater than 1000 MHz which is in agreement with the measured data.

4.0 CONCLUSIONS

A simple polarization combiner can be used in a polarization diversity system

to suppress interfering signals where the level of suppression depends on the

quality of the components.

Analysis can predict combiner performance based on realistic specifications

and/or measurements of its components.
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Digital phase shifters and amplitude detection circuits may be required to

make the combiner adaptive. Over 17 dB of interference suppression can be

attained using 4-bit phase shifters and over 23 dB using 5-bit phase shifters.

The two largest contributors to degraded nulls are the quantization errors of

these digital phase shifters and amplitude ratio detectors.
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ABSTRACT

PERFORMANCE CHARACTERISTICS OF NOTCH ARRAY

ELEMENTS OVER A 6/1 FREQUENCY BAND

George J. Monser

This paper presents pattern and gain characteristics for a

notch array element over a 6 to I frequency band.

It is shown that the lower frequency limit occurs indepen-

dently of the notch design, and that the upper frequency limit

depends upon the element design.

Refinements to the design are discussed, leading to a design

operable from 2.5 to 19.0 GHz.
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PERFORMANCE CHARACTERISTICS OF NOTCH ARRAY

ELEMENTS OVER A 6/1 FREQUENCY BAND

George J. Monser

1.0 INTRODUCTION

The dual-polarized array consisting of printed-notches in

the walls of the horn elements was reported in the literature1

where good performance characteristics were displayed over the

continuous frequency band from 4 to 18 GHz. Since the printed

notches appeared to have an even greater bandwidth, their band-

width potential was checked.

This paper shows that the useful bandwidth for this type

of printed-notch array is greater than 6/1 (i.e., 3 to 19 GHz);

with further design, performance from 2.5 to 19 GHz may be

realized.

2.0 THE TEST MODEL

Figure I shows a photograph of the dual-polarized array with

the notches built into the walls of the horn elements. Each

consists of four notches fed by a corporate power-divider struc-

ture as shown in Figure 2. The transformers within the dividers

1. Monser, G.J. (1984) Considerations for Extending the Band-

widths of Arrays Beyond Two Octaves. Paper presented at the

Antenna Application Symposium.
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were designed to work best over the 4 to 18 GHz range so that

part of the element rolloff below 4 GHz is due to added divider

losses which is further aggravated by increased coupling between

the notch, sub-array elements.

3.0 TEST RESULTS

Two regions of bandwidth extension are reported; 18 to

19 GHz and 3 to 4 GHz. These extensions are then merged with the

existing band.

3.1 ABOVE 18 GHz

Figures 3 through 5 show patterns and swept gain on antenna

boresight.

The array-plane patterns (smooth and broad) (Figure 3) shows

that adequate coverage is provided for use as an array element.

In the elevation plane the patterns (Figure 4) are similarly

acceptable.

Figure 5 shows that the gain is a smooth function with no

drop-outs in gain.

3.2 BELOW 4 GHz

Figures 6 through 9 show patterns and swept gain on antenna

boresight.

The array-plane patterns (Figure 6) show that adequate broad

coverage is provided for use as an array element.
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Figure 7 shows that the elevation coverage is acceptable.

Figure 8 shows that the gain is a smooth function with

no drop-outs in gain.

Active VSWR for this element is shown in Figure 9 showing

that reasonably good transmission efficiency results even with

the electrically close spacing between array elements.

3.3 FULL BAND

Figure 10 shows antenna element gain over the full band

from 3 to 19 GHz.

Figure 11 shows the elevation coverage (orthogonal-to-

array) from 3 to 19 GHz.

4.0 NOTCH DESIGN

The basic building block in the assembly shown in Figure 2

is the printed circuit notch. Each notch is excited by a strip-

line, button-hook, capacitively coupled line (Figure 12). The

feed-line cross-over position (distance to the notch) as well

as the extension after cross-over and geometry (disk) were

empirically determined for best active VSWR corresponding to

a scan angle of + 300. Both active and passive VSWR's were

measured over the 4 to 18 GHz band.

The slot-to-notch transition was then developed from a

step to a flare-step configuration (Figure 13) which showed
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Improved passive match without affecting the active match. A

total of four notches, spaced 0.42 inch between centers and

fed by a four-way, equal-split divider comprise each array

element. The equal power division was selected to yield the

highest gain and two section transformers were designed and

incorporated in the corporate feed to assure a good match at

the input.

5.0 DISCUSSION OF RESULTS

The upper frequency limit of 19 GHz is primarily due to

pattern degradation although the transformers in the corporate

feed are beyond their design band. The lower frequency limit of

3 GHz is primarily due to poor active match and low antenna gain.

Active match increased primarily because the total coupling was

insufficient to cancel the significant passive reflection

coefficient associated with the electrically small notch. The

low antenna gain is attributed to the poor passive match, a

characteristic of electrically small antennas.

6.0 CONCLUDING REMARKS

The feasibility of using notch array elements over a 6/1

frequency band has been demonstrated.
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Figure 1. Dual Polarized Array
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AN ORBITER-ACTS COMMUNICATIONS EXPERIMENT

G. 0. Arndt, L. Leopold, S. H. H. Chen - NASA/Johnson Space Center
Y. C. Loh, Yeng S. Kuo, R. Shaw, J. Carl - LEMSCO

Abstract

A proposed communication experiment between the Shuttle Orbiter

and the ACTS (Advanced Communications Technology Satellite) is

described. The experiment includes 20/30 GHz technology, a high

gain antenna (52 dB) aboard the Shuttle, and two ground stations.

Introduction

The Advanced Communications Technology Satellite (ACTS) is an

experimental, geosynchronous satellite scheduled to be launched in

1991. This satellite, transmitting at 20 GHz and receiving at 30

GHz, provides spot beams to fixed ground locations within the United

States. It also has a program steerable, I meter antenna which can

communicate with spacecraft in low-earth orbit.

This paper describes a proposed communication experiment

between the Shuttle Orbiter and the ACTS. The objectives of the

experiment include (1) operate a high gain antenna (52 dB) with both

autotracking and computer pointing in the dynamic environment of a

maneuvering Orbiter, (2) develop and test space qualified antenna

and RF technology at 20/30 GHz, and (3) evaluate multibeam

communication links for direct distribution of high rate data for

manned space applications. The experiments will involve the

Orbiter, the ACTS, the Lewis Research Center Ground Station and the

Johnson Space Center (JSC) Communications Test Facility.
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Initial in-house studies have been funded using the Johnson

Space Center's Director's Discretionary Funds for fiscal years FY8/

and FY88. These studies included system sizing tradeoffs, Shuttle

compatibility issues, 20 GHz electronic fabrication and testing,

equipment/technology surveys, and costing. The study results are

summarized in this paper.

ACTS Configuration

There are two possible modes of operation for the ACTS system.

The first is the microwave switch matrix mode which provides a

flexible format capabilty (Figure 1). A ground user transmits at 30

PR1UCESI iso".n-' -",;

NOMINAL NOMINAL220 MsPS [IU] 220 MSPS

?AATnIX swirCi1

3 ACTIVE FiXED B3EAMS
Figure 1. Microwave Switch matrix mode

GHz to the satellite receiver, through the microwave switch, to the

20 GHz transmitters, and then down to a ground station. The matrix

switch in ACTS is a 4*4 switching system with one redundant channel.

This makes a 3*3 matrix switch available to the user. The switch

can handle up to three distinct antenna inputs at any one time,

regardless of the signal origin. Three different signals can come
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from any of the three fixed beams, the East scanning beam, and/or

the West scanning beam. Although the scanning beam can be in only

one place at a time, it can move to different locations within the

sector. Tlie beam can hop around continuously - up to 4U times in a

given frame. Basically, this is a bent-pipe mode and any modulation

type in either a TDMA or FDMA format can be supported. The

frequency plan accommodates 900 MHz of useable bandwidth, permitting

the transmission of a very high burst rate signal, as well as a very

low burst rate signal.

The second method of operation is a baseband processor mode in

which the signal is detected, processed at baseband, and then

remodulated onto the downlink carrier. Because the proposed

experiment is Space Shuttle based, the relative velocity between the

transmitting and receiving antennas varies drastically, thereby

causing large doppler shifts. Figure 2 shows the doppler profile

for the proposed experiment. The maximum doppler shift during the

experiment is approximately 700 KHz which exceeds the operating

capability of the baseband processor.

Figure 2.

Doppler (SSO-ACTS worst cast @ 29.5 GHz)

-OeO-

0 .
0

30O 20 10 C 10 20 30

Time (min)
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Experiment Configuration

Because of frequency spectrum congestion, future high capacity

communication links are moving towards Ka-band (or higher)

frequencies. A high frequency, high data rate link to a low-earth-

orbit (LEO) spacecraft presents unique requirements not seen in

previous programs. This experiment is intended to provide answers

to the following questions:

(1) How to acquire and track very narrow beams of RF signals

at 20/30 GHz in the dynamic environment of an orbiting vehicle? The

dynamic environment consists of position changes as the vehicle

moves along its trajectory as well as attitude changes when reaction

control system (RCS) jets are fired to maintain a given attitude.

The obvious platform to carry out this test is the Space Shuttle

Orbiter, which has an orbital velocity of about 7.b Km/sec and a

maximum attitude rate of 90/second.

(2) What is the technology required to provide efficient high

gain antennas that will perform in this environment? Some specific

concerns are surface tolerances, feed design, and tracking mechanism

needed to provide the tight pointing accuracy required.

(3) How readily available is the RF technology and what kind

of risk is involved to develop space qualified components such as

low noise amplifiers at 20 GHz and high power TWTAs at 30 GHz? What

is the noise figure and DC to RF efficiency of these devices?

(4) What kind of working environment will the satellite's

multibeam architecture provide for direct distribution of high rate

data for applications such as the Space Station?
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The Electronics Systems Test Laboratory (ESTL) at JSC will be

the prime ground station while the Lewis Research Center will serve

as the secondary ground station. As described in an earlier

paragraph, the IF switching mode of the ACTS will be used to receive

the transmission from the Orbiter due to the high doppler rate (7UO

KHz). Figure 3 shows the experimental configuration. An RF signal

from either one of the ground stations will be received by the ACTS

2.2 meter antenna via the East network. The signal is then routed

by the iF switch matrix to the I m steerable for downlink to the

Orbiter. The uplink from the Orbiter will be received using the I m

steerable and routed to the ESTL via the East network and the 3.3 m

antenna. At predetermined intervals, a different antenna beam of

the ACTS is selected, such that the LeRC becomes the ground station

instead of ESTL.

-S ANS
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The experiment is designed for the maximum data rate possible under

the constraint that the antenna onboard the Orbiter must be small

enough to fit inside the payload bay. The system parameters of the

ACTS are summarized in the following tables:

ACTS TRANSMITTING TO ORBITER TO ESTL TO LeRC

Diameter 1 m 3.3 m 3.3 m

Gain such 42 dB 50 dB 51 dB

TWTA Transmitter 10 W/43 W Same Same

ACTS RECEIVING From Orbiter From ESTL From LeRC

Diameter 1 m 2.2 m 2.2 m

Gain 45 dB 50 dB 51 dB

LNA Noise Figure 5 dB Same Same

Wich these parameters, the goal is to design a system that is able

to support slow scan TV (5 MbPS) for the uplink and full motion

color TV (50 Mbps) for the downlink during the test. A more

detailed configuration is shown in Figure 4 where ESTL will be the
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Figure 4. Detail Experiment Setup

experiment operations as well as the data analysis center. Commands

and telemetry are routed to the Orbiter via the S-band or Ku-band

system and coordination with LeRC will be by prior arrangement and

real time audio circuits. System configurations for each of the

ground stations are shown in Figure 5. The uplink data from ESTL

will be either 5 Mbps of PN code or digitized slow scan TV which

will be BPSK modulated onto the 29.6 (3Hz carrier. The ESTL power

amplifier will be a 10 W TWTA and the antenna will be a 1.8 m

reflector with monopulse feed. The ESTL ground receiver will

receive a rate 1/2, convolutionaly encoded 55 Mbps (110 Mbps total)

signal at 19.7 GHz. This unbalanced QPSK signal will be demodulated

into the 1/(Q components. If PN seauences are transmitted, bit error
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rate measurements will be performed while the uplink and downlink RF

powers are varied. If a TV signal is transmitted, the base band

data will be routed to the TV laboratory at the Tracking and

Communication Division at JSC for evaluation of future EVA/Space

Station applications. The LeRC station will be an adjunct to the

ESTL site and will mainly be used to evaluate the effect of real

time routing of the 110 Mbps data by ACTS switching network. Its

equipment will consist of an uplink modem using a 5 Mbps PN

generator as the data source while the receiver will consist of a

QPSK demodulator and a high data rate recorder where the data will

be saved for post analysis. The BPSK signal sent from either of the

ground stations will be demodulated in the Orbiter receiver and then

turned around to modulate the Q channel of the downlink QPSK signal.

If slow scan TV is used as the uplink, the signal will be converted

to the Orbiter CCTV format and distributed via the CCTV network.

The 50 Mbps high rate data will be generated either from a PN

generator or via a special TV signal digitizer. The TV signal

obtained from the Urbiter CCTV system allows the crew to select any

of the cameras located in the payload bay. This signal will then be

used to modulate one channel of the modulator.

The antenna used in the Orbiter is the same 1.8 m antenna used

ill ESTL except that it will be mounted inside the payload bay for

safety reasoris as shown in Figure 6. Although the scan angle is

limited and the pattern is affected by the bulkheads of the payload

bay, the cost is minimized by not mounting the antenna on a moveable

boom.
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With the links configured as shown in Figures 4 through 6, the

performance is satisfctory between all the stations and the Orbiter.

Using a 50 watt TWTA, 30 GHz transmitter on the Orbiter, the worst

case downlink channel (50 Mbps) has 5.7 dB of RF circuit margin as

given in Tables A and B. A summary of the requirements for the

different types of antennas is given below. Development efforts

will concentrate on the 1.8 m antenna, low noise amplifiers, TWTAs,

and the necessary baseband equipment.

Summary of Antenna and TWTA Power Reguirepmnt-t
SSO to ACTS ACTS to SSO

Pt (W) 50 43

TX Ant (m) 1.8 1
Polarization Circular Horizontal
Pointing Accuracy ±0.060 ±0-15 °

RX Ant (m) 1 1.8
Polarization Vertical Circutar
Pointing Accuracy ±-O. ±0.09°

Circuit Margin (dB) 5.7 8.0

ESTL to ACTS ACTS to ESTL

Pt (W) 10 43

TX Ant (m) 1.8 3.3
Polanzation Vertical Horizontal
Pointing Accuracy ±0.06* ±tO.05'

RX Ant (m) 2.2 1.8
Polarization Vertical Horizontal
Pointing Accuracy ±0.0751 ±0.091

Circuit Margin (dB) 11.7 12 0

Hardware Studies

As part of the initial definition of the experiment, several

in-house studies into hardware availability are underway. Results

to date are summarized:
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TABLE A

CIRCUIT MARGIN - SSO to ACTS (50 mbps Channel)

Pt @ 50 W 17.0 dBW
Ckt Loss -2.0 dB
Polarization Loss (circular to vertical) -3.0 dB
Pointing Loss (±0.060 SSO, ±0.10 ACTS) -0.5 dB
TX antenna, 1.8 m @ 50% 71 52.0 dB
EIRP 63.5 dBW

Path loss (30 GHz, 22000 nmi) -214.2 dB
RX antenna, im @ 30% (per RCA) 45.0 dB
Ckt Loss -3.0 dB
Total Rec. Power -108.7 dBW

QPSK modulation loss (80 %) -1.0 dB
QPSK demodulation loss -1.0 dB

Ts (5 dB NF, Ta = 2900 K) 29.6 dBK
No  -199.0 dB(W,'Hz)

Bit rate bandwidth (50 Mbps) 77.0 dBHz
Eb/No in bit rate bandwidth 11.3 dB

Req'd Eb/No (10-5 BER) 9.6 dB

Coding gain (r=1/2, k=7) 5.0 dB
Bit sync Loss -1.0 dB
Actual Eb/No required 5.6 dB

Margin 5.7 dB
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TABLE B

CIRCUIT MARGIN - ACTS to ESTL (50 mbps Channel)

Pt @ 43 W 16.3 dBW
Ckt Loss -3.0 dB
Polarization Loss (both are horizontal) -1.0 dB
Pointing Loss (±0.050 ACTS, ±0.090 ESTL) -0.5 dB
TX antenna, 3.3 m fix mounted on ACTS 50.0 dB
EIRP 61.8 dBW

Path loss (20 GHz, 22000 nmi) -210.7 dB
RX antenna,1.8 m @ 50% Ti at ESTL 48.5 dB
Ckt Loss -2.0 dB
Total Rec. Power -102.4 dBW

QPSK modulation loss (80 %) -1.0 dB
OPSK demodulation loss -1.0 dB

Ts (5 dB NF, Ta = 2900 K) 29.6 dBK
No  -199.0 dB(W/Hz)
Bit rate bandwidth (50 Mbps) 77.0 dBHz
Eb/No in bit rate bandwidth 17.6 dB

Req'd Eb/No (10-5 BER) 9.6 dB
Coding gain (r=1/2, k=7) 5.0 dB
Bit sync Loss -1.0 dB
Actual Eb/No required 5.6 dB

Margin 12.0 dB
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(1) Low-Noise Amplifier - One of the key components in the

implementation of the ACTS experiment is the receiver low-noise

amplifier. This low-noise amplifier should add minimum noise power

to the received K-band signal for the system to achieve maximum

signal-to-noise ratio. In addition, the gain of the LNA should be

high enough to mask second stage noise contributions of the filters,

mixers, and pre-amplifiers.

Due to the recent advances in HEMT (high electron mobility

trdnsitor) device technology, development of a prototype hybrid

microwave integrated amplifier has been undertaken at NASA/JSC.

This amplifier has been implemented using a 0.5 micron gate length

HEMT device. The design goals for the single-stage amplifier unit

are a gain of 7 dB and a noise figure of 4.5 dB. The amplifiers

have been realized in a single-ended configuration with maximum

power gain matching networks on the input and output. The complete

low-noise amplifier is a 3-stage cascaded circuit with interstage

gain compensation networks to achieve 20 +/- I dB gain and 5.0 dB

noise figure.

(2) Pan-Tilt Units vs. Gimbals - Gimbals are normally used for

closed loop tracking and positioning applications of high gain,

spaceflight antennas. After being space qualified, gimbals are very

reliable and efficient during acquisition and tracking manuevers.

However, the cost can reach $3M to $8M for design, development,

testing, and space qualifying of the gimbals and associated control

electronics.
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A possible alternative to the gimbals are pan-tilt devices

employing stepper motors. The pan-tilt unit makes use of a rotary

incremental activator to produce a simple and flexible way of

gimballing a load. The rotary incremental activator is a compact,

closely integrated design made up of two key elements - a motor and

a harmonic drive. These activators have been used in such varied

applications as antenna deployment mechanisms, latching devices,

large mirror positioning systems, antenna gimbal drives, and

instrument pointing.

If a pan-tilt unit can operate efficiently for monopulse

tracking applications of large space antennas, the cost advantage

over a conventional gimbal system makes it an attractive alternative

for this experiment. A detailed engineering comparison of the two

techniques is underway.

Orbiter Antenna Design Considerations

The requirement for a large Orbiter antenna at 20/30 GHz may

conflict with the general Orbiter requirement for a light weight

design. A simulation program was developed to ascertain the

requirements for rigidity, smoothness, and mechanical precision in

the 1.8 meter reflector and feed in order that 50 dB could be

reliably obtained from the antenna. It is assumed that the antenna

uses a four horn monopulse autotrack feed with the feed cluster

located directly above the reflector's vertex. For the sake of

compactness, a shallow F/D of 0.35 was assumed. The aperture
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illumination AI (.) is given by: AI (a-) = I - ("/]m) 2 where ML

is the local radius andA m is the maximum radius. An overall

efficiency of 40% is assumed.

Table C

Effects of Reflector Deformation on Antenna Performance

Deformation
Type D(mm) Effect on Radiation Pattern

Type 1 ,-' 2 Loss of Boresight Gain = 0.22 db
/ Beam Shift c o.U70 (in AZ)

4 Loss of Boresignt Gain = 0.99 dB
Beam Shift g 0.140 (in AZ)

lype 2 Loss ot Bores'ight Gain = 0.19 dB
Beam Shift = O.00

D- 4 Loss of Boresight Gain = 1.34 dB

beam Shift = 0.00

Type 3 2 Loss of Boresight Gain = 1.68 dB
Beam ShiftX 0.20 (in AZ)

4 Loss of Boresighb Gain = 7.9 dB
C ' Beam Shift 0 0.4 (in AZ)

Type 4 2 Loss of Boresight Gain = 1.36 dB
Beam Shift = 0.0

4 Loss of Boresight Gain = 7.39 dB
Beam Shift = 0.0
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a. Reflector Deformations

Reflector deformations may be caused by thermal,

mechanical, or inertial stresses, or by distortion from a true

parabola during the fabrication process. Representative

deformations and the associated degradations are summarized in

Table C. A typical gain versus degradation plot is shown in Figure

7.

Types 2 and 4 are radially symmetrical deformations and

consequently, produce gain loss but no beam shift. Types I and 3

produce both beam shift and gain loss. The results indicate a

reasonable distortion limit of 2 mm produces .2 to 1.7 db of

antenna loss, depending upon the particular type of deformation.

b. Surface Roughness

Figures 8 and 9 indicate that the surface of the reflector

should be smooth to within approximately one-half millimeter (imm)

in order to keep the gain degradation to 0.3 dB and the first side

lobe level increase to 1.5 dB. The surface material and

fabrication technique must, therefore, be capable of obtaining and

mainLaining smoothness to 0.5 mm or less.

c. Lateral Feed Mislocation

Laterial feed mislocation is defined here as a mislocation

along any line orthogonal to the boresight axis of the reflector.

Displacement is in the "+y" or "+Azimuth" direction. For small

lateral feed mislocation, the principle effect is beam steering as
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EFFECTS OF REFLECTOR DEFORMATION GAIN VS. SURFACE ROUGHNESS
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shown in Figure 10 with little loss of peak gain, However, loss of

boresight gain can result as can be seen from Figure 11.

d. Boresight Axis Feed Mislocation

Feed mislocation "in" or "out" along the reflector

boresight axis causes defocusing of the antenna. This results in a

loss of gain and a smearing of the first sidelobe into the main

beam. (It is interesting to note that the smearing effect starts

to occur before serious gain loss. This phenomenon could be used

to avoid false tracking on the first side lobe.) This type of feed

mislocation does not cause the beam to shift from boresight.

Figure 12 shows the relationships between boresight axis feed

mislocation and gain.

Summary:

A 20/30 GHz experiment between the ACTS and the Orbiter is

technically feasible with much of the spacecraft hardware derived

from ground equipment already developed as part of the ACTS

program. The experiment can be self-contained, with no scarring to

the Orbiter. In addition to the space flight aspect of operating a

high gain, high rate data system from the Orbiter, the advantages

of direct satellite broadcast to the Johnson Space Center can be

evaluated.
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MOM Analysis of a Finite Length Slot

In an Infinite Conducting Sheet

Henry A. Karwacki

Sanders Associates, Inc.
Nashua, New Hampshire, 03061

Abstract

This paper presents a method of moments analysis

of a finite length and width slot in an infinite

conducting sheet.

The analysis uses entire domain basis and testing

functions (i.e. sinusoids) and image theory to model

the scattering from a finite length and width slot in

a ground plane a for an incident TM wave.

The computations performed for a single cosine

basis function and for a five term summation

demonstrated very little difference since all higher

order terms were 9 dB or more below the first term.

The solutions also demonstrated that the form of the

scattered far field was the same as the far field of a

raiating rectangular aperture.
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1. Introduction

The scattered field from a narrow width, finite

length slot in an infinite perfectly conducting sheet

excited by an incident transverse magnetic (TM) plane

wave (as shown in Figure 1) is examined. A method of

moments solution is formulated using entire domain

basis functions with a Galerkin testing procedure. It

is of interest to quantitatively compare the relative

amplitudes of the higher order slot mode excitations

to the lowest order slot mode. It is evident that the

entire domain expansion needed converges very rapidly.

The inner products which fill the system matrix

usually involve two sets of integrations, in this

formulation the inner products are reduced to a single

set of numerical integrations thereby conserving

computer resources. If the field produced by the slot

magnetic current is considered as the convolution of

the current with the free space Green's function, it

is possible to interchange the testing function and

the Green's operator through a proper change of

variables. The Green's operator will then act on the

convolutinn of the currents and the testing functions.

This formulation can also be used to compute the self-
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impedance of a dipole or slot or the mutual impedance
[1,2]

between two dipoles

2. Formulation

Consider a slot which is oriented as shown in

Figure 1 on a perfectly conducting sheet of infinite

extent in the x and y dimensions and vanishingly thin

in the z dimension. The slot has a finite length L and

a finite width W. A plane wave which is TM to the slot

is incident on the sheet. The incident H-field is

given by

inc x IHincl

The boundary conditions which must be met at the

slot/sheet interface is that the tangential E-field

and the total H-field across the slot is continuous,

and the tangential E-field on the sheet is zero. The

tangential electric field in the slot excited by the

plane wave can be replaced by equivalent magnetic

current sources distributed over the slot area on both
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sides of the conductor after closing the slot with a

conductor. By applying image theory as shown in Figure

2, the field on the incident side of the sheet is

reduced to the field produced by twice the magnetic

current in free space, the incident field and its

[3,4]image Setting the total magnetic field at the

slot on side 1 equal to that on side 2 an equation is

obtained relating the incident field to the magnetic

field produced by the magnetic current source M only.

H(M) = H inc (2)

The electric vector potential derived from the

slot current is given by

>= f/ >e - j k l r - r ' lIr .I dr" >M

47Jff ;Tr7 M Mx

2 2 2

M ( \ 2 2 2 dx'dy'dz'
-0(0 -w/2 -L/2 \ x-x')+(y-y')+(z-z')

and the electric and magnetic fields are given by

2&W,4011 s =k 0 F 4 V (7F' (4)
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s j- VO

(5)

(see appendix A for definitions of variables)

The basis functions chosen for the method of

moments solution are entire domain basis functions

based upon a sum of cosine functions of integral

multiples of x having support over the slot region.

The testing functions are chosen to be the same as the

basis functions according to Galerkin's method.

The equivalent magnetic current in the slot can

be expressed as

M>(x ,y',z)=

N n r
x a ncos(-x) fu(x'+L/2)-u(x'-L/2)]

n=

* [u(y'+w/2)-u(y'-w2)]-' (z,)

(6)

which when substituted into the equation for the

electric vector potential F yields

l r^ iN . --

x a cos(Ix)- S(z')dx'dy'dz4 7rn--l nL

-0 -w/2 -L/2 (7)
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where; R=V(x-x') 2+ (y_-y) 2+ (z-z ") 2

then

->- 1 ~ W/ 2r L/ 2 N - k
-jWjjOH = x k.- J a cos(x ) S(z')dx'dy'dz"

-o4 w/2 -L/2 n l

(8)

1fO7w/ 2 f L/2 2N -e_ jkR
+ X -oo -w/2 -L/2 l

This equation can be rewritten as convolution

integral in x

P(x) = cos( n  ') [u(x+ L u(x-L
L 2 2

Q(x) = e -jkR

then

N w/2
-J % = x, =I - a k PWx 0 Q(x)dy (z ")dz

_, -w/2

+ZN w12
a n f (V (P(x) G Q(x))dy,5(z')dz"

_ _P "-W/2 (9)

(where® represents convolution)
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Applying the distributive properties of the

convolution integral with regard to differentiation,

the Laplacian can operate on either P or Q prior to

performing the convolution.

V 2(P(x) Q(x) = P(x2Q(x)) = VP(x))®Q(x)

Since the incident magnetic field has only an x

component the Laplacian reduces to the second partial

derivative on x.

d2  P(X) = -( ) 2 cos( X)[U(X+ ) _ u(x- L H

dx2  L o2 2

+ 2n[sin( )[S(x+ -- ) - S(x- L)] (10)

L 2 2L

+ cos( )['(x L) - (X- -!-)]

which for n even reduces to;

2 L L
(n) cos(L )[u(x+ -) u(x- 2L L 2
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and for n odd ;

d2  2 n?r L
-- P(X) = -(-) cos( x)[u(x+ --- ) - u(x-
dx' L L 2

+ 2n L sin(-?)[ j(x+ -L + 12(X-L 2 2(12)

The choice of n even implies that an E-field

maximum at x = +/- L/2 which is inccnsistent with the

physical assumptions, therefore the choice of n odd is

employed. Substituting (11) into (8) results in the

following equation for the magnetic field in the x

direction

i M I N [ w/ 2 f L/2 2
x n a L

n w/2 L/2

e-jkR"
dx 'dy

N w/2 2 -jkR "
+ an;7 yn=1 n f n/

-w/2

where R is R evaluated at z = 0

R= (x-x')2+ (yy)
2
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and R ' is R evaluated at z = 0, x "= +L/2

R''= \ (x +  L/2)2+ (yy,)2

The choice of testing function is made according

to Galerkin's method [5 ]. Hence an element of the set

is given by

T (x) os -cos( rx) [u(x -  -  L

T() mq -d Lu2x-
w w

[u(y+ -n-) - u(y- -f-)] (14)

When (2) is tested by (13) over the support of

the slot a set of simultaneous linear equations result

from which the unknown current coefficients a can be
n

determined.

sT(x SH(x)> 1

(x) , Hi(x)> - - - - <TN (x) , H (x)> aN

(15)

<Tl(x) , i

i

<TN(x) , HN(x)>
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an arbitrary inner product is evaluated as

<T (x) , HS>
m x

N L/2 w/2 2

a (k -(nL )cos(!!-x')cos( LX)
n=l n 5 -L/2-w/2

e-jkR "

R- dx'dy'dx

2Lf L/2/w/2 -jkR''
+ f L -n)Sin(2

- )cos(Lx)eR-dy"d x

-L/2 -w/2

+ (L/22 2L n3k ...R "
+ 2L ' - nb )Sin(DX )cos(Ln x~ t -.. 'd

-L/2 -w/2 (16)

The above equations can be reduced and simplified

by further application of convolution methods and

manipulation of variables to yield
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N f L fW/2 4L
<T (x) , H s> a L

rr x1:n=l 0 -w/ 2 (m 2n 2) 9r

[sn sin()? (rn-n''(L)))cO( (mnl2L L

e -k\ :72 Y dx'

- L/ 2 2w/2

e+fk\/2 w/2 (2n(yy) -L/ LLw/2 ~A~cs -

\/x+/) dd JL n)r 2
-L/22 -w/2

2/ 2 /

a(~x) k (x-L/2 ( - w/

L, e kV : 2 )2 ( _- 2 d~( 7

L \ x-1/ 2 ) 2+(y-y')2(7

and

<T m (x) , H1x> = f L/ sin9.cose- 1 dx

(18)
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-2os )Ingsi (-1)+ 2k sin( m)sn( osico rn
- -2 ,icos2osC (om_ -)

(k sini) -Cs )
0 1 L

where- sin@icosoi

4. Computations

The solution of the matrix equation was performed

using numerical integration and matrix inversion for N

= 1 , 3 , 5 , 7 , and 9. The far electric field was

computed for each "mode" and the sum of these first

five odd modes. The results are plotted for phi = 00

and 900 as a function of the far field angle theta (8)

in Figures 3 through 12 for each of the modes and

Figures 13 and 14 for the sum of the five modes. The

plots of Figures 15 and 16 are for phi = 00 and 900 as

a function of the angle of incidence of the plane wave

excitation. It is siqnificant to note the following;

the computed far field for the sum of the first five

odd modes and that for the first mode N = 1 are almost

identical, the relative amplitude of the higher order

mode fields are at least 9 Db or more below the first

order mode field, and the form of the scattered far

field is the same as would be expected from a

308



rectangular aperture. It is also of note that for a

narrow slot (w<<;() there can be no transverse

electric wave.

5. Conclusions and Future Application

The method yields the scattered field from a

transverse magnetic wave incident on finite length and

width slot in an infinite ground plane even for a

relatively small number of terms but the computations

must be validated by comparison to measured data. The

future application of this formulation will involve

the solution for a transverse electric incident wave,

superposition of the TM and TE solutions and the

extension to a solution for a pair of orthogonal

slots.
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APPENDIX A

Variable Definitions

a n th coefficient of the basis function sum
n from 1 to N

F> electric vector potential

>H>,E magnetic and electric field vectors

k wave number 2

L slot length

M> magnetic current vector

n summation index

P(x), Q(x-x') functions of x, x-x'

R, r radius

T(x) testing function

w width of slot

theta incident polar angle

phi incident polar angle

inc, i subscript for incident quantity

scat, s subscript for scattered quantity

u[x -- ] unit step function 1 for x > +  L

0 elsewhere

(z') impulse function 1 when z' = 0 , 0 elsewhere
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NER-FIELD BISTATIC RCS MESUREI I AT RI

R. Rogers and E. Farr
The EDM Corporation

180I Randolph Road SE
filbuquerque, NM 87106

PE 3TRACT

The techniques of near-field antenna pattern neasurement can

be extended to near-field RCS measurement. The imtiuation for

doing so is precisely the same as that for near-field antenna

neasurenents; i.e., the convenience of an indoor antenna range,

and an improvement in accuracy. Although the near-field

weassurement problem is solvable in principle in a nanner analogous

to the near-field antenna problem, it requires a significantly

larger amount of tine to take the necessary data, and to

suhsequently process the data to obtain useful quantities.

BD)M is currently involved in an on-going program to evaluate

tI. feasibility of near-field bistatic RCS measurenents. it the

tuve of this witing, a complete set of nathematics has been

foi ulated to handle the probe correction and data processing.

The hardware has been built, software development is near

conpletion, and the analysis of canonical scattering objects has

been conpleted. Experimental data soon to be taken for these

objects will be presented. It is hoped that the techniqte will
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prove to be a practical approach to RCS measurenents.

1.0 INTRODCTION

In this paper vie discuss an on-going project to evaluate a

piane-vave scattering natrix (PWSN) approach to measuring bistatic

radar cross-section (BRCS). Arrays of measurements obtained with

separate transmit and receive probe antenna- are computer

processed to yield the couplex bistatic scattering matrix as a

function of illumination and observation angles. The data

acquisition and computer processing are an exact sanpled data

inplementation of the continuous-domain PIN? theory, provided that

attention is paid to bandlimiting and san-pling constraints.

A particularly appealing aspect of this approach to ERS is

that bistatic ..easrrints can be made at angles very close to the

mnostatic. AI significant dravback is the large number of

measurements that must be made.

We will discuss in turn the continuous-domnain PSM theory of

EICS, the sanpled-data formulation of that theory, and the

experimental wrk in progress.

2.0 PLANE-WAVE SCATTEIRING ITRIX BRCS THEORY

This vnrk is based upon a three-antenna plane-maue scattering

matrix theory derived by Dinallo The goal is to calculate for

an arbitrary object a (mono-frequency) scattering natrix
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which describes the scattering of a unit incident plane wve by an

object. Incident and scattered propagation vectors are

I-= 1 e + l e + 1 e (2a)Sx yy z z

k =k e + k e + k e . (2b)xx yy zz

The elemnts of the scattering natrix It(WT) are specified by

nreans of two polarization-related indices and two propagation

vectors. For exanple, I 1 1 80(k,i) refers to the 8-coiiponent of the

angular spc-trum of the vue that is scattered when the object is

illuminated by the 0-cotwponent of the angular spectrum of the

incR-ident wve. Taking all four eletnents together, I 1 l(k,I)

specifies hew the 8 and 0 corponents of the angular spectrumi of

the incident -v-te I are scattered into 8 and 0 coiiponents of the

angular spectrtmi of a scattered .ave k.

The scattering of an arbitrary viefront by the object

foilows directly, since the superposition principle allows us to

create conplex -av'efronts as a superposition of plane wves.

3.0 CALCULATING SCATTERING IATRIX

In order to calculate the scattering nwtrix, ve will first

calculate the 8- and 0-conponents of the scattered angular

sp2ctrtrm over the area scanned by the receire probe, given
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illumination of the test object by the transmit probe in a

particular orientation and location. This process is repeated for

a set of transmit probe locations.

The transmit probe is then rotated to illuminate the test

object with a different angular spectrun, and u. repeat the

measurements and calculations to determine the 8- and 0-conponents

of the scattered angular spectrum for this second transmit probe

antenna orientation and set of locations.

The laboratory measurements for bistatic near-field

scattering consist of gain and phase measurenents nde by a

receive probe as it is swept through a pattern of probe locations.

The receilve probe scan pattern is sw-ept repeatedly (and gain and

phase measurements made) for a set of transmit probe locations, as

the transmit probe itself steps through a set of locations in the

transmit probe scan pattern.

The transmit probe and recei,,e probe we use are identical,

alt ough they need ,ot be so. The receivAe probe's receiuing

characteristic

101000)I'- (k = (3)

and the transmit probe's transmitting characteristic
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rieco 4)

are assLuired to be know*n (either analytically or enpirically 2). As

in the case of near-field antenna weasurements, neither probe

antenna should have nulls in a direction for uhich one wishes to

calculate the scattering natrix.

The transmit characteristic is related to the antenna's

far-field Ef(r) as3

2 limit kr.e kr E(r) (5)
2nk cos8 r -4 o3

For a reciprocal antenna, the transmit and receive characteristics

are related by

Y cos8

oR
'-*iere Y 0is the characteristic admittarnie of the waegeuide feed,

and Y7 is the characteristic adrdttance of free space.

The scattering object is at the origin of a coordinate system

S (Figure 1). We define I as the propagation vector of the

incident plane uv"e (from the transmit probe), r1 as the

coordinates of the transmit probe, W as the propagation tvetor of

the scattered plane vmve (to the receive probe), and r2 as the

coordinates of the receive probe.

The measurement equation for near-field bistatic RCS is
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( iT= , 1 T1) .I (T)e  I die 2dKY, (7)

(1) (2) (31 4) (5)

vahre

R k e + k e (a)xx yy

L= I xe x + e (8b)

The scalar b is a meastrable quantity that is the cowplex0

gain factor describing the transmission path from the transmit

probe to the recei,- probe tria the scattering object. The

incident upe is represented by the factor (3). The exponential

(4) represents propaqation of the incident uale from the

transmitting antenna to the object, and the multiplication with

f2) represents scattering by the object. The resulting scattered

spectrum of aunes propagates (5) from the object to the receive

probe; (1) represents the interaction of the propagated, scattered

Vve with the receiving probe itself. Note that irLiltiple

interactions are not included in the measurement equation.

If we consider the scattering object as a transmitting

antenna, the complicated wvefront generated by it can be

represented by a superposition of plane m'aes. We denote that

superposition by Fl(rl,k), %kiere r-1 is the location of the actual

transmit source, and k is the propagation uector of the scattered

plane mues.
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Since the scattered spectrmp is

.Flrl~-)= Il~,]')."lOl ) e ldL, 9

the xeasurement equation aboy.ne becomes

-- e dI{. (

This is the neasurement equation for near-field antenna

neasurement. The usual man kpulations (i.e., tuv sets of

neasur_ ments with different I-O(k), Fourier transform, and

siimiltaneous equation solution) are employed to deternune

Furthermore, the aboue tw equations are similar in form,

except that bo(rl,r 2 ) is a scalar v.hile Fl(rIk) is a vector. The

solution techaniques of near-field antenna neasurement can be

applied to solving for F(rI,k), except that tvw independent

solutions, representing the e8 and e components of Fl( rlv ), must

be found.

In order to calculate the scattering Tmtrix it is necessary

to determine a second, independent scattered spectrum F(r-,k)

that represents the scattered spectrum with the object illuminated

by a different source spectrumi. For exanple, with

linearly-polarized transmit probe, rotating the transmit probe by

n/2 creates a different source spectrums. So, with the transmuit
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probe antenna rotated a/2, me repeat the entire series of

measureuents and calculations. For each transmit probe location

r I we measure an array of scalar values as tIf receive probe is

nuved through its scan pattern. A secol.J array of scalar values

is measured with the receive probe in another orientation. These

t.o arrays of neasured data, called b 3 (rIr2) and bo4 (r ,r 2 ), are

used to calculate F2(r--'W ) '

Referring to the general bistatic measurement equation (7),

me have calculated F,(r,,W) and F 2 (r 1 ,k-), -kere

iF1(' 1 k JJWk,) 1) e ' di:(a

and

S {f 0-i(irf)*ie(Y) e I dC (lib)

are Fourier integrals that may be inverted to give:

1_1(k,l).,0(r) -2 -- (rji e (12a)

I 1 1 (iT).I-](T) 4:2 J-J- F2 (r1,j) e I dr (12b)

This tine the integrals are over all positions of the

transmit probe, holding the receive probe position fixed. Since

the transmit probe mies in the plane z = d, let

R = r e +r + d'e, (13)
I l x y z

and the integrals become
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+=dI

+_ dl z GE. 'RI
11 (k1V1 0 1 r= f) e+G dR1  (14a)

+(.dlzi!+LR

e I I14b)=I1 ')Ii( )  2 F2re dR1. (

4n 2t

W define a pair of vector coupling products Q(k,) and

as

+T% e rrdl L

, e- [[ (I- ) (15a)

e' r 4n e2 z t ,- -rJ) e d-,, (15L)

so that ue can write

= ~(~,Y)(16a)

(- (16b)

Expanding the abow equation in coiponents, and dropping the

explicit (i-,i) dependence,

I 1o I110 0 0 Iies QG

106 10 0 I € 1186 Q
0 01l 00 1 10 (17)

0 0 I' Ilo%

1i06 0 1100

uhich has solutions:

11180 Q 9 IiOO A Y 100 (18b)
1188 A

IQ 8 'iOO -%I@O~ (I8c)
1103
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IQ 80ieo ,- (lBd)

provided the determinant

A =I IW'i -V 'im' (19)

is nonzero for particular (k,-). This completes the calculation

of the scattering matrix.

4.0 ANGULAR FILTERING

Since the probe antennas imy have very broad patterns,

probe-to-prube coupling is an area of particular concern in this

technique of BRCS measurement. Hove.er, the transmit probe is in

the plane of the receive probe, so the plane wave spectrum

illu inating the receive probe contains primarily wves with

k 2 0. These plane uves appear on the periphery of the Fourier

transform in k -k space and can be supprc:sed, provided that thefly

probe-to-probe coupling has not sianped the desired scattered

signal due to limited receiver dynamic range.

In Figure 2 ve show a typical measured angular spectrum. The

scattering object us a 6-inch diameter sphere illuminated at 10

Glz by a stationary transmit probe. The k -k plane shovn coversfly

the entire backscattering hemisphere, but the angles of valid

reconstruction encompass only the large double peaks, uhich are

one noWponent of the plane usue spectrum scattered from the

sphere. The broad lower peak behind the double peaks cones from
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probe coupling, Piiile the smaller peaks around the periphery are

due to room reflections. Note that the probe coupling pezk has

'r-apped around into the positive-k area of the calculatedy

spectrum.

5.0 DISCRETIZATION ISSUES

ls in the case of near-field antenna measurement, it can be

sho%,x'5 that I(k) in the x-y plane is effectively handlimited, so

that a sampled-data approach to neasuring I(k) in the plane z = d

(a constant) is sufficient for reconst.ucting T(i-). If the plane

of measurement is not in the reactive near-field of any source

antennas (i.e., several wavelengths or more from the antennas),

saiipling T(i-) at intervals slightly smaller than X/2 ensures that

euinescent .aves are attenuated sufficiently so that the spatial

Nyquist requireent is met. Finally, spatial filtering and

aliasing theory (and experiment) indicate that sampling at

intervals larger than X/2 nay be acceptable in certain situations.

Evaluation of integrals of the form

Lkx
H(k) = h(x) e xdx (20)

is feasible for bandlimited h(x) using sampled data and discrete

Fourier transform techniques. The continuous function h(x) is

sampled at intervals of 5x, where 5x is chosen sufficiently small

to ensure that the spectrum of h(x), conx.olved with the sampling

331



window, is unaliased for the k of interest. The sampled h(x) isx

a finite sequence

h(n) (h(x) I x = x + (n-l).5x, n=1 ... NJ (21)0 *

h'(i),h'(2),...h'(N)

vbhich is implicitly periodic in n with period N. The DFT of h'(n)

is

N -2 ((n-) (n--I

H(m) = h'()e , m= 1,...N (22)

n=l

mtere (for even N)

5k - 2n 23)
x- N5x N

(m-)6kx m = ,2,

k = i (24)
x N N

x 2 2 .

H(k) = 6x.H'(m). (25)

Due to the discrete implementation, laboratory measurenents

and data analysis yield a set of scattering mtrices
IllKx (fi'v) i itxy (i'gE )1

_l(Hitl) = (26)
III yx j ) Illyy 1i j )

4ere Ht and L. can take on only a discrete set of values that areI j

determined by the measurement grid size, the spatial sampling

interval 5x, and the "rules" of the DFT. Fourier interpolation

can be used to increase the resolution of the grid of values of

andL.

332



Particular values of k and k represent plane vave with
S y

scattered angles

-1
S= cos (k/k) (27)

= tan- (k /k ) (28)
y x

k 1_2  _ (k +k 2) (291kV

Hr,.er, the reconstruction is uAlid only for scie iimited ranae

of & anid 0 deterlined by the sanni-ing geom-etry (Figue 3). If the

Fast Fou-ier Transform (F"F) is used to evaluate the DET, k and
x

range from -T to T (assumning 6 =6Y =). It turns out that

almst all of the transform valtes calculated by the FFT

correspond to invalid e, 0, v ile the FFT's sampling density in

f vlid , is ".'rr sr' . Thus it is practical to

directly evaluate the series for arbitrary specified k and k . Ax y

similar argnrent applies to I and IS y

6.0 APPARATUS

he scan table has two nuvable carriages, each with or

mouable platform. The carriages and platforms ride on stainless

steel rails with recirculating ball-bearings, ard are driven by

Slo-Syn stepper motors via steel-and-plastic chains. Step size is

0.0!175 inch, and positioning repeatability is typically 0.005

inch. The table is equipped with safety limit switches and



infrared indexing sensors. The object under test (OUM) is

supported on a test fIxt e above the scanning table, and the

transmit and receive probe antennas are mounted on the platforms.

A.bsorber material is suspended above the OUT.

The probe antennas are identical equal-length open-ended

sections of X-band usyeguide. Each probe is held in a nmunting

bracket that is bolted to a single mounting hole on its platform.

The probe antennas onve through predetermined scan patterns

vi-en measurements are being nde. The scan patterns are (at the

nnment) non-overlapping squares. During "on-the-fly" scanning the

receive probe moves along the x-axis 4iile holding y constant.

7be x- and y-sampling intervals for both the receilie and transmit

probes are identical (after spatial filtering and r-..pling).

The equipment configuration for performing near-field

easurements is shomn in Figure 4. The synthesized RF signal is

taken from the output port of the Hewlett-Packard 8408B Microvae

Network Alnalyzer to a 20-watt TWT anplifier, and then to the

transmit probe antenna via senu-riyid coaxial cable. Semi-rigid

coax also carries the received signal from the receive probe to a

preanplifier and then to the input port of the 8408B.

Measurements are obtained "on the fly** as the receive prove

scans at 30 cm/sec. The gain and phase values are captured by

dual sanple/hold anplifiers with a 6 psec vnndow for digitization

334



by a 12-bit/D converter. The netvxrk analyzer bandwidth is

f = lO Khz; assuming an effectile integration tine of about

3,/fbw, the data "snear" length is about 0. 1 im.

Measured gain and phase are converted to I and Q components

and stored to hard disk. Data acquisition is controlled by a

coiputer program that runs in the IBM-PC conputer.

7.0OVME-SAfLING

Under ideal conditions the gain and phase need be sanpled

only at X/2 interiyals (or slightly nnore often if one is near the

reactive near-field of the test object). We oversarple by a

factor of ten because: I) noise generated in the electronics for

gain and phase detection Fiears out the spectral content of the

siqral being Teasured; 2) a general rule of thnTb in digitizing

and processing noisy signals is that one should digitize at five

te ten times the Nyquist rate; 31 filtering techniques can be

used to reduce the tuncorrelated) noise on the signal;

4) nonlinear filtering techniques can be used to detect and

correct in alid phase measurenents caused by phase warap-around,

and 5) room reflections produxce spectral couponents with spatial

frequencies very near the spatiai Nyuist frequency. The neasured

noise will be Lnorrelated from sairple to sample if digitizing is

perforned at a rate that is at least an order of magnitude slower

than the reciprocal of the IF bandwidth.
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The data are sanpled at X/20 intervals during scanning. The

algorithm to detect glitches that occur in the iTeasured phase

values (due to phase ,vap-around in the gain/phase receiver) uses

differentiation to enhance noise and attenuate lovy-frequency

6 7deterministic signal content , and Tchebycheff's Inequality to

detect unusually large ric peaks Lhat are due to the phase

glitches. Tchebycheff's Inequality relates the probability of

deviation of a sample of a stochastic process from its expected

value, to the variance of the process, as

P {JK-{ Iuj na } - 2 (3,Z)

y E(X} (31)

a E{(,(X-0 2) (32)

are the expected mean and variances, respectively. For exaTple,

if X is the I signal's derivative, and n=3, then X will deviate

from its mean by an aTunt 3a with probability no larger than

0.111, irrespectile of the probability density function of the

stochastic process. With appropriate choice of n, this technique

detects phase glitches reliably without triggering on noise

cononents that are indeed part of the receiver's noisy output

signal.

The detected phase glitches in I and Q are patched over by

interpolation and a lot,?-pass spatial filter is applied to I and Q.
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While averaging groups of ten adjaoent samples is a straight

forward approach to filtering, it distorts the higher spatial

frequency conponents of the desired signal. We use a 21-term

iinear-phase low-pass finite-ipulse-response filter whkich is

applied to the over-sampled raw data to improve the signal to

noise ratio. The filter response is down 0.7 db at spatial

frequencies of I/M, and 50 db do.m at 4/X. The filtered data are

resampled at X/2 and stored to disk. Spatial filtering imposes no

time performance penalty since the compurter is idle during the

scan re-trace interxial.

By means of power spectral analysis uf the rav and filtered

data sets we determined that the I and Q signals are doom at least

25 db at I/., and that phase glitch correction and spatial

filtering lower the effective noise floor by typically 10 to 15

db.

8.0 VERIFICRTION APPROACH

Since the experinentally-deternuned scattering matrices are

defined at discrete values of K and L, it is convenient to

construct one's theoretical models of scattering such that the

precise values of K and L calculated by the analysis software can

be automatically plugged in to yield the theoretical scattering

';alues. From an algorithmic standpoint, this corresponds to

implementing the theoretical or numerical model of scattering as a
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subroutine that has as input the values of K and E for which d

theoretical prediction is needed.

We are takiri a three-part approach to .erifying the

equipment ar theory. Ir the first part, we performed a standard

near-field antenna measurewent on a knomn antenna, processed the

data using analytic probe pattern for probe correction, and

compared the resulting pattern data to knovxi data for the antenna.

The result of this step was verification of the near-field antenna

measurement capability (equipment, data acquisition and analysis

software). Since the first part of the BRCS data analysis is

essentially a near-field antenna solution, this provided a partial

x"alidation of the ERCS soft'mre.

In the second part ve performed near-field antenna

measurement on a knovxi target (conducting sphere) with kno in

quasi-plane-wue illumination in the E and E planes. The usual

near-field antenna data analysis was performed using a

high-density grid, and +he results conpared with predictions. The

result of this part was verification of the prediction and

conparison software.

The third part consists of performing the full-up bistatic

scan with both transmit and receive probe antennas in motion. The

measured data will be processed as described above to yield the

scattering matrix for the object. The results of this part will
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be verification of the bistatic analysis software and an

evaluation of the feasibility of the PSIM bistatic RCS algorithm.

Both separate and overlapping scan patterns will be evaluated.
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ABSTRACT

This paper discusses a criterion useful in the design of a

two-wire simulator in order to optimize the uniformity of the

incident FM fields within the volume occupied by a test object.

It is shown that the separation between the two wires 2a and their

height above the ground b can be chosen in such a way to minimize

a functional describing the deviation from uniformity, in the

sense of the root-mean-square value, of the principal component of

the electric field in a cross section of the volume occupied by

the test object. Measurements performed on an actual two-wire

illuminator verify that, when this criterion is implemented in the

design, the field uniformity is satisfactory.
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1. INTRODUCTION

The purpose of the analysis described in this paper is to

support the design of an illuminator for EMP (Electromagnetic

Pulse) hardness surveillance. The antenna, shown in Figure 1,

consists of two wires in a configuration similar to a rhombus

connected Lu a generator aL one vertex and to a matched termina-

tion load at the other vertex. At the section PP' the wires are

supported by a dielectric cord stretched between two poles. The

mechanical arrangement allows for the wire separation and height

above the ground to be varied within an ample range, thus offering

design flexibility. The portion of the system on the left of

section PP' will be referred to as the launch region, whereas that

on the right is the termination region. The otject to be tested

occupies the volume indicated by V, which will be referred to as

the working volume. The generator can drive the wires at either

the same voltage (common mode) or at voltages of opposite polarity

(differential mode).

When the structure rests on a perfectly conducting ground and

has a matched termination, it has been shown [1], [2], for the

common mode excitation that, at low frequencies, the currents

along the wires are well approximated by travelling waves and that

the system behaves like a two-wire transmission line with a spher-

ical wavefront operating in the TEM mode. Furthermore, since in

the present case the angle r, indicated in Figure 1 is maintained
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small in the launch region, the portion between wires and ground

of the surface of the sphere (wavefront) which has the source as

origin and z as radius (see Fig. 1) can, with a good approxima-

tion, be taken to be its projection on the plane x-y.

As the frequency is increased the travelling-wave transmis-

sion line model is not truly valid anymore and both the current

and the fields exhibit a standing wave behavior. Moreover, longi-

tudinal components of the electromagnetic fields appear in addi-

tion to transverse components. However, for most of the frequency

range of interest to us, on each transverse plane, the formal

distribution of the dominant component of the fields can still be

reasonably approximated by those of a transmission line. The EM

fields of a two-parallel-wire transmission line above a perfectly

conducting plane operating in the TEM mode in any plane transverse

to the z-axis are well known from static analysis. Such distribu-

tion is sketched in Figure 2 for hoth the common mode and the

differential mode. It is observed that, in a region D between the

wires and the yround which is a cross section of the working

volume, for the common mode excitation the electric field is

predominantly vertical, whereas for the differential mode it is

mostly horizontal. When performing EMP hardness surveillance

tests one is concerned with illuminating a test object with elec-

tromagnetic fields which are as close as possible to those of a

plane wave, i.e., uniform in any transverse plane. Therefore, the
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main goal of this analysis was to determine the geometrical con-

figuration of the wires, i.e., separation 2a and height b above

the ground (see Fig. 2) which give the most uniform field in a

prescribed region 0, for both common mode and differential mode

operations.

2. MATHEMATICAL FORMULATION

The transverse EM fields of a transmission line operating in

the TEM mode can be determined by solving the static problem of

two infinitely long, uniformly charged, parallel wires above a

perfectly conducting ground plane. This two-dimensional problem

is described by the Cartesian coordinate system presented in

Figure 2. The distribution of the fields everywhere in the x-y

plane is easily obtained by applying the method of images and

superposition. When the charge has the same sign on both wires

(corresponding to the common mode) the electric field in the

region 0 is predominantly directed along the y-axis. Such domin-

int component is given hy

E y b y-by o(xa2 2 yb 2 2
(x-a) 2+ (y-b) 2 (x+a)2 + (y-b)

+ b _ _ +  b ( )
+b 7 2 (1)

(x-a) + (y+b) (x+a) + (y+b)

where q is the wire charge per unit length and -o is the vacuum

electric permittivity. On the contrary, when the wires have
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opposite charge (corresponding to the differential mode) the

electric field in D is predominantly directed along the x-axis.

Such dominant component is

E = q x +a x -a
x 2r 2S2 -2

o (x+a) + (y-b) (x-a) + (y-b)

x+a x-a

2 2 22} (2)(x+a) + (y4b) (x-a) + (y+b)

Within a prescribed region D the uniformity of the field depends

on the choice of a and b. As a criterion to quantify the extent

of uniformity we introduce a functional F (E., a, b, D) [3], which

gives the relative deviation, i.e., the 2-norm error, of any of

the relevant components of the field with respect to the average

value taken in 0. In its general form F (E6, a, b, D) is defined

as

F(E ,a,h,D) = iLr rE (ab) - Eave (a (3)

where FA is either Ey for the common mode or Ex for the differen-

tial mode and is a variable describing the domain D.
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Moreover, E ave is defined as

Eave i r E (a,b, ) dr (4)

= D

Since we are concerned here with test objects such as aircraft

whose cross sections exhibit a maximum linear dimension which is

greater than the others, D can be taken to be a straight segment

either lying parallel to the x-axis (representing the wings) or

along the y-axis (representing the cross section of the fuselage

and tail) at a certain height h above the ground. This choice

allows us to carry out the integrals in Eq. (3) and Eq. (4) analy-

tically. Once F is constructed, the maximum uniformity is achiev-

ed by choosing a and b such that F is minimum in D. Moreover,

since a and h are independent parameters it might be useful to

introduce an additional constraint based, for instance, on the

behavior of the field or its derivatives at one point, to esta-

blish a relationship between a and b, thus eliminating one para-

meter. For the case of the common mode excitation one such rela-

tionship exists [4] that provides a good uniformity in a local

region around the center of the structure, coincident with the

origin of the coordinate system (from Fig. 2), where the field is

strong. Such relationship is a/b = 1//3-and it has been incorpor-

ated in our analysis. For the differential mode excitation a
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correspondent relationship was not found because in this case the

origin is a point when the field goes to zero.

Once the integrations in Eq. (3) and Eq. (4) are carried out

one is left with transcendental functions of a and b which are

then minimized graphically.

For the sake of brevity the explicit expressions are not reported

here.

Figure 3 presents the resulting 2-norm error over the wings

for the common mode excitation, as a function of a/h. The rela-

tionship a/h = 1//3 is here used. It is seen that the error

decreases rapidly and for a/h > 5 it is bounded by 5 percent.

From this curve, for any prescribed maximum deviation, one can

immediately determine a range of possible values for a, and conse-

quently for h, which satisfies the requirement.

Figure 4 illustrates the 2-norm error, again over the wings,

for the differential mode excitation. In this case, one is con-

cerned with a family of curves with the variable b/h on the ab-

scissa axis while a/h acts as a parameter, assuming discrete

values. A dual representation, with the roles of a and b inter-

changed, provides exactly the same information. Again it is noted

that the error decreases when a/h and b/h increase. Also, for a/h

and b/h large, which represent a realistic situation, the minima

of the curves are fairly broad, emphasizing that the choice of a

and b is not critical within a certain range of values. Charts
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like those of Figure 3 and 4 are directly useful to the designer

in choosing the optimum a and b within a range of possible values,

compatibly with other constraints, such as test site area, pole

length, etc.

3. IMPEDANCE CALCULATIONS

For good performance, illuminators of this type are usually

terminated into a resistive load of value equal to the character-

istic impedance Zc = V/I of the transmission line at the ending

section. Using again the static model for two parallel wires to

calculate the voltage and after dividing by the current, it is

obtai ned

- n r. + /I+(R/b) 2 - R/bl + 1 2
Zc I 1 - /T+(R/b) 2 + R/b (

for the common mode and

Z' =--o I~n [1 + /-+(R/a) 2 R/a1 - n [1 + (a/b)2 I (6)c 7r I - /+(R/a) 2 + R/a

for the differential mode, where R is the radius of the wire

and n = 377 Q is the free-space intrinsic impedance. It is

pointed out that in both cases the characteristic impedance con-

sists of the sum of two terms; one, depending either on the ratio

R/b (common mode) or R/a (differential mode) is the dominant

contribution, while the other, depending on the ratio a/b, pro-
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impedance at PP'. This can be of great help in reducing reflec-

tions. Unfortunately, this correction cannot be applied to the

launch region because here d/dz {Z c} is positive and one would

have to "substract" a resistance d/dz {Zc} dz for every portion dz

of wires.

It is pointed out that the reflections and scattering origin-

ating at the wire bends are not affected by this measure and hence

they are still present.

One might try to mitigate this effect by making a smooth transi-

tion around the poles instead of having a sharp bend.

4. CONCLUSIONS

A criterion is presented to help in selecting the wire separ-

ation and height above the ground in the design of a rhombic

illuminator, such that the most uniform fields in a prescribed

working volume are obtained. In addition some impedance consider-

ations which help to reduce the reflections in the working volume

are also given. The above criterion and impedance considerations

were applied in the design of a low level CW illuminator. Unlike

the configuration in the model, the real system was built without

a conductive ground plane in order to get higher fields near the

ground for the differential mode excitation. Results of a prelim-

inary field mapping for the common mode excitation show that the

uniformity is satisfactory and that the distribution of the prin-

cipal compornent of the electric field in any cross section of the
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working volume closely follows that of the model used in the

analysis (Eq. 1), with differences of less than a factor of two.
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A UNIFIED METHOD OF ANTENNA SYSTEM ANALYSIS BASED ON THE
PARAMETRIC MODELING OF COMPONENT SCATTERING COEFFICIENTS

W. Milroy, M. Middeke, R. Lewis, M. Thomas, S. Drost

Antenna Systems Laboratory
Radar Systems Group

Hughes Aircraft Company, Los Angeles, CA

Abstract

The ongoing development of a computer-aided design tool for the
comprehensive analysis of antenna systems and subsystems is described. Utilizing
custom Automated Network Analyzer software, arbitrary N-port devices are fully
characterized in terms of scattering coefficients. This data is in turn modeled as a
function of frequency and physical variables in order to provide a continuous
parametric representation with up to a 50:1 reduction in required storage space.
This parametric representation allows for a statistical investigation of antwiia
system and subsystem behavior in terms of user-specified mechanical and electrical
tolerances. Based on an accrued library of scattering matrix characterizations of
individual antenna components, the resultant network parameters (VSWR, Isolation,
Insertion Loss, and Phase), far-field patterns, and RCS characteristics of ensemble
antenna systems and subsystems can be predicted based on simple linear algebra
techniques. The analytical theory and mechanics of this approach are discussed along
with numerical results for a typical antenna subsystem application.
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1. Introduction

In an environment of increasingly stringent performance and observability

rcquirements across ever-broadening frequency bandwidths, today's antenna designer must

reconsider the soundness of heretofore common analysis assumptions and approximations.

Specifically, higher-order reflections and finite isolation effects between adjacent and remote

components can no longer be dismissed as negligible, the finite accuracy of theoretical

models becomes a point of increasing concern, the imperfections of "perfect" loads take on

new significance. Likewise, the prudent specification of internal mechanical and electrical

tolerances becomes increasingly critical in optimizing the balance between performance and

producibility. In response to these new challenges, we are currently developing a unified

approach to the analysis of antenna subsystem and system behavior based on the

measurement and utilization of parameterized scattering coefficient data.

Scattering coefficients were chosen over other characterizations (Impedance,

Admittance, etc.), because of their straightforward means of measurement and their

correspondence to real physical attributes. Figure 1 illustrates an overall flow diagram of our

approach which can be conveniently subdivided into two major subtasks.

First, as a resource for the second task, we crepte and augment the scattering

parameter library. This involves the scattering coefficient characterization of a variety of

common devices and junctions in terms of frequency and physical variables (iris depths,

septum offsets, stripline widths, etc.) over suitable ranges. This raw data is first collected

through the utilization of an automated test procedure, transformed and processed in the

spatial domain, parameterized in terms of physical variables, and finally stored in condensed

form as a member of the scattering parameter library.

The second major subtask is the computation of the composite scattering coefficients

(and related characteristics) for user-specified networks comprised of components whose

individual scattering coefficients have been previously stored (in condensed form) in the

scattering parameter library. These computations are performed over a user-specified range

of frequencies for a user-specified set of physical variable settings and tolerances. An

executive program manages overall analysis operations in conjunction with a circuit analysis

"engine" optimized for the performance of repetitive linear algebra operations.
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FIGURE 1. OVERALL FLOW DIAGRAM, THE UNIFIED ANALYSIS APPROACH
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2. Creation and Augmentation of the Scattering Library

2.1 Scattering Coefficient Measurement

Figure 2 illustrates the fully-developed automated test procedure in flow diagram

form. This procedure is currently software-implemented on an HP8409C Automated Network

Analyzer as depicted in Figure 3. Data is temporarily stored on floppy disk at the HP9000

terminal prior to transmission to a mainframe (TSO) computer via a modem switch.

The automated test procedure commences with a series of prompts, at which point

the user provides a description of the device under test (device function, reciprocity, number

of ports, dataset name.) In addition, interface specifications, interface-to-junction distances,

and names are specified by the user for each device port. The prompting sequence

continues with user-specification of lower limit, upper limit, and cut-off frequencies plus the

desired number of frequency samples (restricted to an integer power of 2 due to the

implementation of Fast Fourier Transform (FFT) in later processing.) Based on this

information, frequency samples are selected such that they are evenly-spaced in phase

constant P in order to provide optimal resolution when transformed to the spatial domain (see

Section 2.2.) Finally, the user is prompted for the names, limits, and increments of all physical

variables to be associated with the device.

Based on the information provided by the user, an optimized test sequence is

formulated and presented to the user for approval. This tabular test plan specifies the

minimum number of required permutations of port connections and physical variable

combinations, minimized on the basis of device reciprocity and network analyzer capabilities.

In addition, data storage space is allocated and initialized with all user-specified device

information.

Upon user approval, a calibration procedure is performed and the test sequence is

initiated. All required hardware disconnections and connections are explicity prompted and

confirmed step-by-step.

All raw measured data is calibrated at the completion of the test sequence, then

formatted prior to transfer to the mainframe computer. Transfer is accomplished via a modem

switch with all data echoed for confirmation of error-free transmission.
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2. CALIBRATION PROCEDURE
3. MEASUREMENT SEQUENCE
4. PORT CONNECTIONS
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1. DEVICE DESCRIPTION
2. CALIBRATION DATA
3. MEASURED DATA

I
TRANSFERS TO TSO SYSTEM:

1. FORMATTED, MEASURED DATA

2. AUTO MANAGEMENT HEADERS

FIGURE 2. FLOW DIAGRAM, AUTOMATED TEST PROCEDURE

TSO MODEM TSO HP9000 HP8409C
SYSTEM SWITCH TERMINAL TERMINAL NETWORK ANALYZER

J i REFL. TRNS

S DEVICE

UNDER TEST

FIGURE 3. TEST SET-UP, AUTOMATED TEST PROCEDURE
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2.2 Data Reduction in the Spatial Domain

The overall methodology of this facet of the modeling process is illustrated in Figure

4. However, before discussing this approach in detail, it seems appropriate to justify our

methods based on some theoretical and physical reasoning.

Calibrated data transferred from the network analyzer to the mainframe computer is in

the form of N-frequency samples (for each scattering coefficient), evenly-spaced in phase

constant 0. Note that we refer to P as the "frequency" domain because of the simple one-to-

one relationship between P and f (directly proportional for fc = 0.)

The frequency domain, while the most direct, is not the ideal domain for modeling the

physical variable dependence of the individual scattering coefficients. Instead, transformation

to the spatial domain is desirable in order to separate frequency and physical dependencies

and thereby simplify the modeling procedure. To see this, assume that any particular

scattering coefficient can be expressed "exactly" as:

Sr mn (A20J rk (paZ)e-J 03 Ik0

where Fk(f3,I) is a discrete complex reflection or transmission coefficient for a discrete

frequency-(,) and physical variable-(#) dependent discontinuity located a distance Ik from a

reference plane. These discontinuities may be real or fictitious (higher-order reflection terms.)

It is our desire to solve for the reflection/transmissi-n coefficients Fk(1lx) at each of the

discontinuity positions Ik given Smn(,,x). However, two obstacles block our immediate

progress in that direction.

First, the frequency dependence of the reflection/transmission coefficients appears

to preclude the direct application of a Fourier Transform between 03-space (frequency domain)

and I-space (spatial domain), since Fourier coefficients must be independent of the transform

variable. Second, the infinite nature of the summation would indicate that an infinite number

of frequency samples of the scattering coefficient would be required. As a solution we

propose now (and validate later) the following assumptions.

1. Assume that the frequency dependence of each discontinuity 'k(3 x) is weak

compared to the frequency dependence of the composite scattering coefficient Smn(P,20 and

can therefore be modeled by a frequency-independent term rk() augmented by a "few"

fictitious frequency-independent "sideband" terms Fr(j) adjacent to rk( )
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2. Assume that the Fk() terms diminish with increasing k sufficiently quickly, such

that the series can be truncated at N terms.

With these assumptions applied, (1) can be rewritten as:

N-1

S mn %A) = I rk (i) e-j Ilk [i=0,1,2,...,(N-1)] (2)
k=O

which is in a form ideally suited for application of the Fast Fourier Transform (FFT) in order to

solve for the N reflection/transmission coefficients Fk(l at each of the discontinuity positions

Ik given N frequency samples of the scattering coefficients Smn(P3i,x).

Given the N discrete evenly-spaced "frequency" samples Pi, we can solve for the N

discrete evenly-spaced discontinuity positions Ik , These are easily shown to be:

(N-i) 2______

Ik= N (HG2-LOW) k [k=0,1,2,...,(N-1)] (3)

where !Phigh and Plow are the phase constants associated with the highest and lowest sample

frequencies.

Note that the discrete sampled nature of Smn(PiA) and the finite summation limit (N-i)

appearing in (2) imply a minimum resolution Al and maximum range Imax in determining

discontinuity locations. These limits are easily verified to be

Al (N-1) 2n (4)
N (PHIGH-PLOW)

Imax = (N-1 )AI (5)

Thus, with the application of FFT, we transform the scattering coefficient data from the

frequeno domain to the spatial domain, thereby removing direct frequency dependence and

reducing the modeling problem to that of characterizing the physical variable dependence of

each reflection/transmission (Fourier) coefficient. This subject will be covered in detail in

Section 2.3.

Note that the discontinuities in a real physical device are usually somewhat localized,

therefore it's not at all surprising to discover that the total spectral energy (defined as the sum

of the squares of the Fourier coefficient magnitudes) is highly localized as we!I. We therefore

can (and do) exploit this fact in order to dramatically reduce the number of coefficients that

must be modeled and stored by selectively retaining only dominant coefficients.
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This advantage will be discussed towards the end of this section. Additionally, the physical

equivalence between the Fourier coefficients and the actual discontinuity locations and

reflection coefficients implies a reasonable expectation that the physical variable (x)

dependence of the Fourier coefficients will be well-behaved.

With this background in mind, we can now restate our spatial domain modeling

approach as follows: Optimally pre- and post-process the scattering coefficient

data in such a way as to retain a minimum number of Fourier coefficients

whose physical variable dependence is maximally benign while allowing

reconstruction of the scattering coefficients In the frequency domain to an

acceptable level of precision. This procedure is illustrated pictorially in Figure 5. The

mechanics of the approach are quite involved, but include some basic "building block"

processes.

Center-referencing is performed on the scattering coefficient data in the

frequency domain for the purpose of removing excessive complex exponential "rotation"

through the artificial removal of idealized transmission line lengths. Figure 6 illustrates this

process and shows the resultant translation toward the reference plane in the spatial domain.

Unmasking is a process by which internal reflection coefficients, attenuated by the

presence of large discontinuities near the reference plane, are restored to their isolated

magnitude levels. This is accomplished using a coefficient-to-coefficient recursion relation

and has the effect of separating the physical variable dependence of specific coefficients,

thereby improving overall modeling accuracy. Figure 7a illustrates the transformed reflection

data for a two-stub waveguide tuner (pictured in Figure 17) with both stubs protruding halfway

into the waveguide, Note the clearly dominant Fourier coefficients associated with the two

capacitive stubs and the apparent attenuation of the second dominant coefficient despite the

equal penetration of the two stubs. Figure 7b illustrates the spatial domain after application of

the unmasking process. Note the amplification of the second coefficient and the (now

apparent) pseudo-discontinuity corresponding to the second-order reflection contribution.

Focusing is a method by which small idealized transmission line lengths are added

or removed in the frequency domain in order to enhance spectral energy concentration in the

spatial domain, thereby minimizing the number of Fourier coefficients which must be modeled

and retained. Optimal focusing is accomplished when the actual physical location of the

dominant discontinuity in the spatial domain falls directly on a discrete Ik value. The required

focusing shift range is therefore restricted to the width of one resolution cell Al. Figure 8a
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illustrates the spatial domain for the two-stub tuner before focusing. Note the enhanced

i ii, c.;.2 ?- n :o n afie ',,, '. .. . -, " , re Bb.

The reason for the improvement due to focusing is best understood by considering

the case of a single theoretical discontinuity of unit reflection coefficient magnitude, located

precisely at the I = Ii position. As illustrated in Figure 9, the frequency response for this

discontinuity, when transformed to the spatial domain, yields a precise unit impulse function at

the k = i position. Now consider the same discontinuity shifted to the position I = Ii + (Al/2).

Figure 10 illustrates the spatial domain for this case, revealing equal and opposite impulses of

magnitude (2/it) located at the adjacent positions k = i and k = (i+1). A significant sideband

structure is now evident, requiring the retention of numerous coefficients in order to

adequately model this discontinuity, and hence the value of focusing becomes apparent.

We will now validate our previous assumption that a mildly frequency-dependent

discontinuity can be modeled by a frequency-independent discontinuity together with an

adjacent sideband structure. Figure 11 illustrates the spatial domain for a frequency-

independent discontinuity located at the physical position I = Ii . Figure 12 illustrates the

normalized spatial domain for a linearly frequency-dependent discontinuity located at the

identical position. (The magnitude of the reflection coefficient varies linearly by 22 percent

over a 40 percent frequency bandwidth.) Note the small sideband structure now evident at

the base of the main impulse.

Recall that we previously assumed that we could truncate the infinite series (1) to a

finite N-term series (2) without a loss in accuracy. In the spatial domain, this is the equivalent of

imposing a finite (spatial) bandwidth limitation. That is to say, we require that no total electrical

path length, regardless of reflection order, can be greater than the distance Imax (5.) For the

typical application of a WR-90 waveguide-based device, sampled at 256 evenly-spaced

samples in P3, over the frequency range of 8 to 12 GHz, we compute Al and Imax , based on (4)

and (5), to be 2.16 and 551 inches respectively. In this particular case then, the validity of the

truncation hinges upon the very reasonable assumption that all higher-order reflections within

the device have dissipated to zero for path lengths greater than 46 feet!

We mentioned earlier that we can dramatically reduce data storage requirements by

exploiting the localization of spectral energy in the spatial domain, thereby requiring the

modeling and storage of only a "few" dominant Fourier coefficients with a minimal loss in

overall modeling accuracy. This economy is illustrated in Figure 13 where the concentration of

the majority of spectral energy (for the two-stub tuner) in a minority of Fourier coefficients is
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clearly evident. Figure 14 illustrates the loss in modeling accuracy (in the frequency domain)

for the real part of the input reflection coefficient for the two-stub tuner with 100 percent (256

terms), 95 percent (20 terms), and 90 percent (13 terms) of the total spectral energy retained.

As one might expect, degradation in modeling accuracy is most evident at the inflection

points, where low-pass filtering effects begin to emerge.

To review then, referring to Fiqure 4, data reductinn in the spatial domain involves the

application of both analog and digital signal processing techniques to the measured scattering

coefficient data so as to reduce the data to a compact frequency-independent form (Fourier

coefficients.) These coefficients (one set for each scattering parameter) are then passed to

the next processing stage where the Fourier coefficients are parametrically modeled in terms

of their physical variable dependencies.

2.3 PhVsical Variable Dpe"dence MoudG!ir

Figure 15 illustrates the overall procedure for the parametric modeling of ihe plhyc..ai

variable dependence for each of the retained Fourier coefficients.

For the case of the two-stub tuner (pictured in Figure 17) each Fourier coefficient is

dependent upon two physical variables Xl and X2 (the "near" and "far" stub depths.) Figure

16 illustrates the magnitude and phase "surfaces" associated with the k = 6 Fourier coefficient,

corresponding to the spatial location of the "far" X2 stub. Note the strong exponential

dependence of the coefficient magnitude on the X2 variable and the overall smoothness of

the surface. In contrast, note the highly convoluted surface associated with the phase

behavior of the k = 6 Fourier coefficient. At first inspection, this behavior seems peculiar in

light of the smooth magnitude characteristic. However, noting that phase (0) is normally

expressed MODULO (0,2n), we recognize that some of this ill-behavior may be due to

"retraces" associated with the MODULO function. A typical "retrace" in one dimension is

depicted as a dashed-line connecting the third and fourth data points in Figure 18a. Figure

18b illustrates the same data after application of a DEMODULO process by which a 27t

constant is added to all values subsequent to the fourth data point. Clearly, this modified

characteristic is better suited to modeling. In fact, application of simple interpolation between

the third and fourth data points in the MODULO form would result in highly erroneous results.

A two-dimensional application of the DEMODULO process to the ill-behaved phase data of

F;gure IC is illustrated in Figure 19b. Note the smoothness of the post-processed surface.
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Given smooth P-dimensiona! magnitude and phase (hyper-) surfaces for each Fourier

coefficient, it is a straightforward process to apply a P-dimensional least-squares polynomial fit

in order to parametrically model the physical dependencies. Weighting factors are applied to

the least-squares fit of the phase (hyper-) surface in order to achieve local qualities-of-fit that

are proportional to the Fourier coefficient magnitudes. The orders of these polynomials are

variable (within the constraints of the number of measured physical variale permutations), and

are adjusted in order to maximize modeling accuracy while minimzing the numbe, of

polynomial coefficients which mus be Lltimately stored.

2.4 Formatting and Storage of the Scattering Library

With the parametric modeling process now complete, the polynomial coefficients for

the magnitude and phase for each Fourier coefficient associated with each scattering

parameter for a given device are formatted and stored in the scattering library. This

condensed representation is accompanied by the device descriptors and parameters

necessary in order to reconstitute the scattering parameters at specific frequencies for specific

physical variable settings. Note that, besides "real" measured components, fictitious devices

based on theoretical development can be synthesized, modeled, and stored as entries in the

scattering parameter iLbrary.

3. The Circuit Analysis "Engine"

In a manner similar to other software packages, a schematic representation of an

arbitrary interconnection of multi-port devices is basd on a nodal format. Each internal node

is common to exactly two devices with each external node common to only one.

Interconnecting transmission line sections are specified as separate two-port devis es. (Figure

25 illustrates this process.)

Expressions for each of the two opposite traveling waves at each nude can be written

in terms of the scattering coefficients ard !he incoming waves fo r each of the two adjacent

devices. For M internal nodez, this results in 2M equations in 2M unknowns (internal wave

coefficients.) We can therefore solve for oi" internal wave ccefficients leaving only the

scattering parameters for the N-port composite device defined by the N external nodes. This

process is performed in practice thri.igh the constructlon of a .qlare (2M+N) x (2M+N) matrix,
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which combines expressions for the outgoing waves at each of the external nodes in terms of

the internal wave coefficients and the external incoming waves together with the

homogeneous expressions for the internal wave coefficients in terms of the external incoming

waves. This allows for the direct computation of the external scattering parameters by

partitioning the matrix into four parts and solving for the external outgoing waves in terms of

the external incoming waves through the application of simple matrix algebra and a single

2Mx2M inversion.

Figure 20 illustrates the process performed by the circuit analysis engine. Special

care has been taken in optimizing the numerical efficiency of this routine because of its

repetitive nature and its dominance in the overall execution time for the unified analysis

package. Part of this optimization will ultimately include the exploitation of the sparse nature of

the partitioned matrix, thereby allowing for the decimation of the large matrix equation into

many smaller parts.

4. The User-Specified Device Format

An obvious prerequisite to the analysis of a given circuit is the specification of the

properties and interconnections of the constituent devices. This is accomplished via a user-

specified input file in which the node connections and physical variable settings for each

device are declared, one line per device. A typical input file line specifying a 3-port H-plane

reactive tee is illustrated in Figure 21.

A device designation "DVDR01 07" appears at the beginning of the line and serves as

a "call number" for locating the previously stored and condensed scattering parameters for this

device within the scattering library. The three integers "15", "11", and "32" specify the circuit

nodes to which the first, second, and third ports of the device are attached. The following

three real numbers "120", "3", and "2" describe the mean value, absolute tolerance, and

standard deviation for the physical variable corresponding to the offset of the septum internal

to the tee. The other two triplets dictate tee same information for the variables associated with

the septum and iris depths for the device. Alternatively, "global" variables can be specified in

place of physical constants in order to expedite the adjustment of settings and tolerances for

similar devices.
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The statistical information for each variable describes a probability distribution

function, truncated at the tolerance extremes. These specifications are utilized when

performing statistical studies of various composite circuit variables in terms of the tolerances of

its constituent devices.

5.0 The Executive Program

The Executive Program is responsible for the overall management of the various

unified analysis operat'3r,- -i-d is illustrated in liuw aiagram form in Figure 22. (Refer to Figure

1 for the location of the Executive Program within the overall unified analysis approach.) Note

that most of the features discussed in this section are currently implemented in the executive

program, while some remain in various stages of ongoing development.

Operation commences with the reading of the user-specified schematic and device

descriptions embodied in the input file together with user-specified job control information

dictating the desired functions and options to be performed. The input data set is checked for

consistency in the schematic and device specifications. Verifications include: Is each node

specified exactly once (external) or twice (internal)? Are the number of nodes in the node

connection list equal to the number )f ports for the device? Is the device model valid over the

entire physical variable and frequency rar:ges of interest? Are all port interfaces continuous?

Following error checking, the user-specified schematic is optimized by identifying

equivalent sections of the circuit and therefore eliminating redundant analysis operations.

Additionally, the schematic is decimated into subsections which are analyzed separately in

order to isolate statistically variable devices and to minimize matrix sizes, thereby enhancing

numerical efficiency. Next, device variables are perturbed based on their individual probability

distribution functions (statistical computations) or in specified differential increments (gradient

computations.)

With all device variables now defined, the individual Fourier coefficients associated

with each scattering parameter for each device are reconstructed through the expansion of

the polynomials whose coefficients are stored in the scattering library. Note that these

reconstructed Fourier coefficients have no frequency dependence and are therefore valid for

the entire frequency bandwidth of interest.
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The actual scattering parameters for each device are now reconstructed in the

frequency domain through the application of an inverse FFT to the Fourier coefficients and

the utilization of an interpolation formula as dictated by the Sampling Theorem. Interpolation

begins with the lowest frequency and continues incrementally across the bandwidth of

interest as specified by the user.

As another optimizing feature, simple transmission line lengths are "absorbed" into

adjacent devices by altering the appropriate scattering parameter phase values in order to

simulate the presence of the lines. This has the effect of reducing the number of required

internal nodes by a factor of two and therefore improves computational efficiency.

Once fully optimized, the composite scattering parameters for the (sub-) circuit are

computed via the circuit analysis engine and then temporarily stored. This process of

scattering parameter reconstruction, transmission line absorption, and (sub-) circuit analysis is

repeated for each frequency of interest.

It is at this point that any required auxiliary operations are performed on the computed

external scattering parameter data. These operations include the calculation of related

network parameters (VSWR, insertion loss and phase, transmission loss and phase, isolation)

based on Smm and Smn coefficients; the computation of far-field antenna characteristics

(patterns, gain, RMS sidelobe levels) based on aperture Smn coefficients, lattice spacings,

and element factors; and the prediction of "pre-aperture" RCS contributions based on

aperture Smm coefficients and lattice spacings. These characteristics are stored and

accumulated for all required statistical/gradient perturbations of the physical variables.

Decimated (sub-) circuits are now reassembled and, based on the accumulated

results for the various perturbation cases, statistical parameters ti.nean and standard

deviations) and gradients are computed for network and antenna characteristics and then

output in tabular and/or graphical form as requested by the user. Plots of mean values and

standard deviation "windows" for individual characteristics as functions of frequency andlor

angle are available. This allows for the informed adjustment of the mean values and

tolerances of specific physical variables in order to meet specified network and antenna

requirements with predictable levels of certainty. Gradient information is used for optimization

of specific physical variables subject to user-specified weighting and penalty functions.
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6. A Typical Application: Waveguide Corporate Feed Network

Figure 23 illustrates an eight-port Corporate Feed Subassembly comprised of six

reactive H-plane power dividers, five H-plane bends, and seven E-plane bends, plus

interconnecting waveguide sections.

A generic H-plane power divider was fabricated as pictured in Figure 24 and

characterized in terms of its scattering parameters over a range of frequencies and physical

variable combinations (septum oifset, septum length, and iris depth.) Likewise, the two-port

scattering parameters for the H-plane and E-plane waveguide bends were measured across a

broad frequency bandwidth. Given the known physical variable settings for each of the six

reactive H-plane power dividers comprising the feed network, the scattering parameters for

each were reconstructed for all frequencies of interest. Figure 25 illustrates the node and

device definitions for the network along with the (nonstatistical) schematic representation and

the specification of interconnecting waveguide section lengths.

The unified analysis approach (in its developmental form) was applied to the network

and Figures 26a and 26b illustrate the measured and predicted insertion losses between the

input and each of the seven output ports across the entire bandwidth of interest. Note the

faithful prediction of both the macroscopic and microscopic structure of the measured data.

Similarly, plots of insertion phase and input VSWR show excellent correlation between

predicted and measured results.

7. Progress-to-Date and Future Plans

As mentioned in the abstract and introduction, the development of the unified

analysis approach is an ongoing effort. To date, we have proven the viability of our modeling

and analysis techniques both in theory and in direct application via "proof-of-design" versions

of the requisite software. Direct comparison between measured and predicted results for

typical microwave subassemblies have yielded excellent correlations.

We continue to augment the scattering parameter library with the characterizations of

common devices so as to expand the applicability of our analysis approach to a growing range

of subassemblies and assemblies. The statistical capabilities of the analysis routine are

presently under test as are several of the aforementioned optimization schemes for boosting

numerical efficiency.
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CIRCUIT DIAGRAM NODE MATRIX LENGTH MATRIX
716

PORT # PORTe
12 7 1 19 718 0.908 4.860 1.623
3 2 20 22 23 0.000 1.492 1.959

6 13 2 5 3 14,I 23 25 24 0.000 1.597 1.817
17 16 15 0.000 3.042 1.834
15 13 14 0.000 2.337 3.813

1 15 D 13 11 12 D0.000 2.696 2.994
3 6 12 0 0000O 0.200 0.000113E E 0.0 0.0 0.000

14 7 0 0.0000.2000.000
C 17 18 0 10.000 4.571 0.00

16 isE 1 6 10 0 C 0.000 2 '329 0.'000
310 9 0 E0:000 0.908 0.000

1211 111 12 6#9 2 0 0.000 0.200 0.000
19 20 0 #0.000 2.815 0.000
22 21 0 0.000 1.846 0.000

919 2 8 121 8 0 0.000 0.200 0.000
1 44 0 0.000 0.200 0.000

13 2 14 o 2L25 2j0.000 0.200 0.000o

4 7.4 3251

-4 S,-

sol

-12

FIGURE 26a. UPPER FEED ASSEMBLY INSERTION-LOSS, FIGURE 26b. UPPER FEED ASSEMBLY INSERTION-LOSS,
MEASURED PREDICTED
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Auxiliary capabilities such as far-field patterns and RCS characterizations are not as yet

available. However, implementation of these features is expected to be a straightforward

process given the self (Smm) and coupling (S1 n) scattering coefficients for the entire antenna

assembly with the input ports and radiating elements expressed as external nodes.

As the scattering parameter library continues to grow and our analysis package

becomes further refined, we will apply our unified approach to larger and larger portions of

entire antenna svtAms, with thq ultimat,? goal of modeling their complete behavior, replete

from sum-port to aperture-plate, while realizing new levels of analysis accuracy and efficiency.
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SOLVING MAXWELL EQUATIONS BY MATRIX FORMULATION
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ABSTRACT

The usual approach in solving Maxwell's equations with given

current distribution is by means of finding the vector potential

function due to the current source. This approach is generally very

involved, for it contains vector differential operations in addition

to the integration. In this article, useful formulas for directly

finding electric and magnetic fields are derived, where the

complicated vector differential operations are replaced by the easy

vector algebraic operations. The resulting solutions are certainly

exact with no approximation, and can be explicitly written in matrix

formulation such that both the current source and the resulting

fields may be conveniently expressed in terms of various coordinate

systems. If the radiation fields in the near or far region are of

primary interest, the formulation becomes simply the matrix

multiplication, whenever the radiation vector is determined.
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SOLVING MAXWELL EQUATIONS BY MATRIX FORMULATION

INTRODUCTION

In solving Maxwell's equations with a given current distribution,

the usual approach [1-5] is to find the vector potential due to the

current source. The desired solutions can then be determined by

L slng vect i' differential operations upon the vector potential. A

vector differential operation is an operation which contains the

vector differential operat-rr 7, such as gradient, divergence, curl,

and LaplaJiar,. By irtroducing the free-space Dyadic Green's function

[I], one car bypass thc vector potential function, and thereby

establish a direct connection between the current source and the

resulting electromagnetic fields. However, the solutions of

Maxwell's equations are still quite involved, because of the vector

differerntial operations in addition to the integration. In numerical

computation, the evaluation is usually much easier for the

integration than the differentiation, since integration can always be

approximated using summations.
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r, this article useful formulas for findina electromagnetic

-ielfs_ are terive. These formulas replace the cornplicated vector

cif"e'&rc-Etial operations with easy vector algebraic operations. A

vector algebraic operation is an operation which contains only the

dot product ard cross product of vectors. The resulting field

solutions are exact with no approximation. Furthermore, the field

solutions car, be explicitly written ir, matrix formulation so that

both the current source and the resulting fields car, be expressed ir,

terms of va--ious coordinate systems.

If the radiating fields [4,5], either in the near field (Fresnel

re7ior,) or ir, the far field (Fraunhofer region), are of primary

interest, the formulation can be greatly simplified. The

eLectr,:rnagr,etic fields are easily derived by simple matrix

multiplicaticri whenever the radiation vector £4) is calculated.

Several exarmples apDearirig in electromagnetic theory will be

giver, to dermronstrate the merit of the technique presented.
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FORMULAT ION

It is well-known [1-5] that the solutions of Maxwell eouations

in time harmonics form

x E A-jwH (1a)

V x H = j- JE + J (1b)

can be written as

E (r) = -jkr G (r) A (r) 12a)
- 4 -.- -

(r) = -jk K (r ) A (r) (2b)V

where A is called a vector potential, related to the giver, current

distribution J over a volume V,

A (r) = g (Ir- r'I) J (r') dv' (3)

e-jkr

g (r) = (4)

4 7r r

-7 k- -. j -E

and G V(r) and K V(r) are vector differential operators, operating

only upon the coordinates of the observation position r,

I(r) = + 1 V . (5a)
V k 2

(r) = Vx (5b)
v -jk

G V(r)g(Ir- r , I) is the well-known free-space Dyadic Green's operator.

The electrical field and magnetic field may therefore be written as
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(r) -jkr G (r) g (Ir- ,I) J (r') dv' (6a)
V

H (r) = -jk J K(r) g (Ir- r I) J (') d-/" (6b)
V

Evaluation of (2) or (6) is in general not very easy, since it

involves both vector differential operations and integrations. It is

shown in the Appendix that the complicated vector differential

operations in (6) can be eliminated and replaced by easy vector

algebraic operations. The results are

E (r) -jkr g (R) 6 (R) J (r') dv' (7a)

H (r) -jk $ g (R) K (R) Y (r') dv' (7b)

where G(R) and K(R) are vector algebraic operators, containing

only the dot product and cross product of vectors,

-- 1 1 -2 -2 )I - (a

(R) =( 1 + 4 ) ( 1 - R a. ) + (-- R ()
jkR (jkR) 2  jkR (k R,'

-~ I
K(R) = ( +1 R x---)RM (Sb)

and R is a radial vector, independent of the coordinate system,

directed along the line of sight from the source position r, to the

observation position r, as illustrated in Figure 1(a).

R r', R Ir r" I = (9)
R

Both (6) and (7) are exact solutions of Maxwell's equations (1),

directly related to the current source. The evaluation by (7) is more

manageable now compared to (6), since it involves only integration.
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To demonstrate this, we may convert the vector expression into matrix

expression by using the technique of matrix formulation of vector

operations [63. Equations (7) may then be written as,

p r p s p'

-jkri g(R) [ T R][ ]RR Tp' I T3 dv ' (la)

v
P G R R S R PJ (r P' q a

=-;k (R) T [K() T 3 (J(r,) dv '  (lOb)

V

where the spherical coordinates sR ( (OR' 4R' R) is defined such

that R is a radial vector from r' to r. And a vector, such as

(E(-q))P, is a function of variables in the q-coordinates and has

three components in the p-coordinates. Also a coordinate

transformation matrix relating the u-coordinates to the v-coordinates

is denoted by [vTu], which can readily be fou: d by the technique

of a coordinate transformation flowchart E73. As a practical

application, the solutions E(r) and H(r) are usually expressed in

the spherical coordinates s : (e, 0, r), and the source J(6') may

be given in the Cartesian coordinates c': (x',y',z'). Then (10)

becomes,

s S isR sR RS R  c' c cl ,(E(s) = -jkrI gT (R)) E T 3 (J(rc) dvc (Ia)

V

s S s R ] R R R c - C'

(-(s)) -jk j g(R) [ T 3I K(R)] I T 3 (J(r' )) dv' (11b)

V

Equations (11) are then written explicitly in the matrix formulation,
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'E (e qjkr (cosecosO cosesino -sine
E\f 0 6,0,r jre! sino coso0

E (00JJJ 47r R I sinOcoso sin~sino coseI

Coecs iosine coso I + + 1 0 0
(csRco R SibR R R kR (jkR)2

icoos n oo snoR sino jkR +(jkR)2

-ieR 0 OOR 0 0 jkR + (jkR)-,

(cose Rcoso RcosO sino -sine R J j(,Y; z)

-s n RCOS16R 0 J l(x,y; z) dx'aydz'

sine R c0sd;R sine Rsimb R cose Ri (X' ; Z)

(12a)

H 0(0,0.,r) rrrcosecoso cosesino -sine
I 0,) = j \\ ek -sino coso 0

H(e,.o,r) -j v ~ sin0coso~ sin~sinoi cose

'CO4 coso -sir.O sine coso01 10
R R R R WR 0 1-jkR

cose RsinO~ R cos RS sine R SidR 1+ _5k0 0

-Sine R 0 CO: 8 R j~ 10 0 0

COS R coso R cos R~ sinoR -sine R XJ (X', Y;z')

-sinO R coso R 0 , ( X"yi) dx'dy'cz'

ine SlR COSO R ine R sn Rcs R i JX;;Z
(12b)

where

R = C (rsinecoso-x' ) 2+ (rsiriesino-y' ) 2+ (rcose-z' ) J 1

()R=Cos -1 (rcosOe-z') / R )

OR= t art- I (rsinesinoiv y, ) / (rsinEocosOt-x' ) )
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The solutions of Maxwell's equations giver by (12) are exact. The

expression in matrix form is the most convenient for numerical

computat ion.

In general, the radiating field [5], either in the near field or

in the far field, is of primary interest. If r' <4 r . X, then

R r, R -r, eR.-e, OR - ' and R -'-r for the

amplitude factor arid R -* r - r. r, for the phase factor. The

vector potential given by (3) then becomes

A (r) = g (r) N (r) , r' r (13a)

where N(r) is called a radiation vector [4),

j~ A r
N (r) = J 1') ejkrr dv', r' < r , - (13b)

V

Then from (2),

E (r) = -jkrj 6 V(r) g (r) N (r) (14a)

H (r) = -jk K (r) g (r) N (r) (14b)

arid from (7),

E (r) -jkrt g (r) 6 (r) N (r) (15a)

H (r) = -jk g (r) K (r) N (r) C15b)

Ccitr. (14' and (15) should lead to the same results, when the vector

potential A(r) or the radiation vector N(r) (for r' ( r ) is

computed. It is interesting to note that the solution by (14) is

often extremely complicated, because it involves vector differential

operations on a vector function A(r) = g(r)N(r). On the other hand,

the solution by (15) is surprisingly simple and straightforward,

because it involves only matrix multiplication. This can be seen

clearly from the following matrix formulation:
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E (0,=,r) I + 1 + 1 0 0 N (e,4, r)

E (e,0,r) =jk0r 1 +--r + 01N(,4.,r
r 0 jkr (jkr) 04 r-2 -2

Er (0e 0,r) 0 0 jkr + kr 2  N r (0e 0,r)

(16a)
1

H (0, r) -jkr 0 1 r N 0(e, 0, r)
e1

H (e,,r) -jk 1 + - 0 0 J N(er),

00 0 Nn(r, j k, r H

(16b)

Specializing for the far field, where r >> ,

E ( 0,0,r)I -jkr 1 0 0 N (0, ,r)

I1E (0,0,r) -jk e 0 1 0 N (0,0,r) (17a)

I 4Twr 0

\H (0,( ,r) ~0 0 0j N (0,0,)

r r

(H0( (0,0,r)N -jkr (0 -1 0 I 0 00

H 0(0, 4, r) - -j e 1 0 0 N 10(e,o, r) (17b)

H r (0,O,r)) ~0 0 0 N r(0,0,r)

From (16) or (17) we see that for r' << r, the desired solutions

E() and H(') of Maxwell's equations can be easily determined

whenever the radiation vector N(r) has been computed.

To compute the radiation vector N(r) in general cases, we assume

that the coordinate systems of the source r" and the field r are

not coincident, but are related through both origin translation along

the offset vector rb(xb,yb,zb) and three rotations via

Euler angles ( as depicted in Figure l(b). The desired

radiation vector may be obtained by either of the following forms:
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(Ns s) - )(cr expj~ (rc) +E T 3Cr',)C dv,C Ci8a)
(N~r LIE (T~ I d di;' x s p -c k' -5 d'db

s J(J(;') exp jk-(r'} (Crc)'44 T 3~' dv' (18b)

-s f Se' - ''c'c d' -d' d vd
(N~r ))r UT C(r'))cexp jk6r } (Crc)c.4 T 3Cr dv (18c)

=Jv b

(Nr 5) 5 =fCSdJ(-(-p))d x jk-rC c6(-) c+(c~cj -,'; dv' C8d)

it is more useful when we write (18) explicitly in matrix form,

N (0, 0, r) (k bcosecos~t cosesino -sine

N 00r e [.sino coso 0

CO,4'),,r) ) necoso sinesino cose

/Cose coso cost[i -sino wsin* w -cose coso si" W-sin~o NCos* W sine coso W

w w w w w w W W w w

-sineG cos*, sine, sin* k cosE) J
r JX(x Y; Z') I

either x JYx, "Y;Z') e dx'dy'dz' (19a)

cosq), -S ino, 0 J P (P; 4)

or x s i no coso' P 6 ej Od-dz (19b)

v0 0 1 J '("0

Jv z

rr coso -s init J (Cx Y; Z

or x I sinO' coso'0 J J (x~y Y ' ejkp c Cdlz 19d)

0 0, 0J 1~ dxdydZ,
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where

Pb=x bsinecoso + y bsivbesino + z bCOSO

p C, = W(sin~cose cos(O0N )-cos~sin'w )cos* N +sin~sin(O-0 N )sin*r N

+y' (-(sin~cose w cos(O--v )-cosesjne w)sin* r +sinesin(4O-0 )COSV~ w

+Z' EsirsqssinO cos(O- ) ccosOSO w 3

p d'= p [(sinecose9 cos(4-0 )-cosesine )COS(* r +4 ')

+sinesin(4)-o )sin(v .4-3 z' (sirm~sinO,,,cos(q)-Os)+cos'cosE I

and

m '2 + y12 ,=tan- 1 (y'/x' )

=f PCos .0, = Y, Psin 4.

In the case that there is no origin translation and no axis

rotations, such as depicted in Figure 1 'a&. then (19) become simply,
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() (0, q, r) Cosecos0 cosesino -sine > (X ;-'

IN=(, ,r -S in:) cos0 0 1j J.(X', Y;i)

Nr(,,) i~oosin~sim COSO Jz(xY; Z )/

j k C : s i nEcosqpvy's i no*s i no+zcoseJ
dx'dy1 dz'

(20a)

- cosecos(O-11) cosesin(4.-0) -sine i P ),i

-s in ('O-i) Cos (0-0) 0 * 0,i

sin~cos(O-d:) sinesin(O-6) cose ) z A- "i

jkEsinecos (0-4) +icos@]
*e p' dp'do'dz'

(20b)

(COSOcosO cosesino -sine X,( i

- sinpcs sinesino CoO

jk[psin~cos(~-4' )-.zcosel
*e p' dp'dq-dz'

(20c)

rr (cosOcos (q-d;) coses in(0P-0 -sine (X' ; (yZ)

-S in (0-0;) Cos (0-40 0 J 4p(x; Y;z)
sinecos(Qp-t) sin~sin(-*;) cose Jz(x,Y,z2)J

kx's i ncoso+yVsi nes ino+zrcosO)
*e cix dy'dz'

(20d)
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It is often quite convenient to include both an electric source

arid magnetic source M in Maxwell's equations [1-5]:

V x H = E + J (20a)

- x E = jw H + M (20b)

The solutions are then the superposition of the fields due to both

current sources,

E (r) = -jkT Gv(r) A (r) + jk K (r) F (r) (21a)

H (r) = -jk/j G,(r) F (r) - jk K(r) A (r) (21b)

where

g (Ir - r'l) J (r') dv' (22a)

F (r) J g ( r -r") M Cr') dv' (22b)

are electric arid magnetic vector potentials.

If the radiation field is of primary interest C r'<< r X X ),

then the solutions can be simplified to

E (r) = -jk g (r) I rt G (r) N (r) - K (r) L (r) 3 (23a)

H (r) = -jk g (r) [ r) L r) + K (r) N (r) 3 (23b)

where

N Cr) J J (r') ejkr r' dv', r' < r (24a)
fV

(r) f i; (Mr' ) ejkr'-" dv', r' <, r (24b)

are radiation vectors due to the respective current sources.
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As before (23) contains only vector algebraic operations which are

convenient for numerical computations. We therefore have the formal

solution for any problem consisting of electric and magnetic currents

in an unbounded homogeneous region. These formulas include, by

implication, sheets and filaments of the electric and magnetic

currents.

EXAMPLES

Several examples will be presented to demonstrate the merit of

the technique derived.

1. Hertziarn dipole antenrna

The current distribution of an electric dipole may be expressed

as

J 0 j(Sx' ) 6 (y')Ilz'), < z -

Z.

If I(z') I and < , then from (20a),o

N'G -sine -sinei

0 losinc(k--cose) 0 0 Io
NJcose ) 2S

r

404



The corresponding radiating fields are therefore obtained from (16)

E-jkr - 1 1 1smE
E =-I -(1+jkr +(jkr) )sneE'V -jkr| e o 1 0

E4 -Mr (-- -- + - )cose

r jkr (jkr) 2

(HO -jkr (0
H -jk e IoQ -(I + s sine

4H 4lXr 0

r

2. Dipole above the ground plane

A horizontal dipole is situated above an infinite conducting

plane. Employing the image method, the location (xb,Yb,zb) and

orientation (,w,Ow,*w ) are, respectively, (0, 0, h) and

(0, 90'1 0') for the real element and (0, 0, -h) and (0, -90' 0)

for the image element. The current distribution of both elements is

assumed to be that of the electric dipole in the previous example.

By superposition and from (19a), we have

N j khcos(4 -jkhcose cosecos@

N@J = (e - e -sino 1 0 k

Nr sinecosoi

The radiating fields are then followed from (16) or (17).
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3. Circular loop current

The current distribution of a circular current loop of radius a

may be expressed as

{J.'J = 1~ ('&- a)lSlz' )I1 ')1, 0 ' < 2-J , 
0

I

Then from (20b),

N 2 cosOsin(4-&) jka sinecos(-O')

N0  cos(O-4o') )I I(0') a e

N) sinesin(e-')
r 0

If I(0') = I and a << ,

No00

N (P 1 0a j2it J 1 (kasine) - jk 1 -K a2 s in()

N r 0 a
r

Specializing for the far field, where r > x, the radiating fields

are then from (17),

E 0
E - e? jk 1I0 -a2 {sinOj

r

He - e - j kr -Sinn

H 0 = -jk 47rjk °  a 2

H r4 0
r
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4. Helix antenna

The cur-ent distribution of a helix antenna as shown in Fig. 2.11

of [33 may be expressed as

J 1 6 (p'- a) cS (z' b ) (-0' , 0 2 7c' 2 N

J: b/a
z

From (20b)

N 2N acosesin(0-40)-bsi eKaSnOcos(0--e b cc
0 a cos(O- () eL as ines in (-*)+bcose

r 1

For
-( +O)jba + '

I(0') = I e

we have

N' N-I e-J2rnh(O)) 2 I acos0sin(0-0$)-bsin

N e cs=-;
NO r n=O 0 asinesin (0b-d')+bcosE y

Nr 0

0 I e -j h (0) -' e jkasinecos(O>-0) dip'

where

h(0) ( -jc4) a 2 + b2 - kbcos0

These are the same results as Eq. 2.50 -51 of [33.
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5. Circular aperture radiator

The exact solutions of Maxwell's equations with given magnetic

cur-rent distribution are similar to those of (10). Let the fields be

ina the Cartesian coordinates, and the source be a function of

variables in the cylindrical coordinates with three components in the

Cartesian coordinates. Then the desired solutions inm the matrix

formulation are

C, d' cl d' C

rc) j @(R) R R R --. d'sI 3d

V

(P-~ = _jk gR T sR E,6(RA)) RU T J (M(r' d)) d v'

Explicitly,

" (X9 y9Z) _j e~

y yz)lt 0 0 -C-147

(COSO cOs0 -sinO~ sinO cosdR + + 1 o0-z
R RR R Rjk R (jkR)

cose sino COSO sin() sin I 0 1 + *1+ 0R R R R __ jk jR"
-sinOR 0 cosO J 0 -2R +4

(coseR COS10R cosO Rsin4@R _sine R Mx(' O'

-sino R COS4 0 R OO My,(P,9 O', i) j ~dpd-dz'

Sine R COSOR sinO RsinohR O R MZ(;"O

408



E x l' Y Z) 0 2- kR

y~4 7 R

EG Z 0 -1 -0

oeRcosR S~lR R R 1k

~coSsisnO CO54O sineRsinO~ 1 + 0k 0

-iOR 0 COSO1 R~ 0 0o

cose R cosoR coeR sinjR -sine R P1 X. (f

-s i04 3OR cst M Y'(0, 4;,Z) PdP'dcdz'

sinOR cosoR sineR sinoR coOOR M Z'

where

R = (x -pco') +(y s p sir ) + ( 2~/

=) R Cos- E (z -z')/RJI

4. t ar C( - p' sir4' / (M - P' , /

For a circular aperture of radius a with x- polarized magnetic

current distribut ion~,

m JP 0 0 K K(f;, 0)6 (i), 0 a, 0 j.* 2,:, z 0

Then,

ix(xvyoz) r 1Kk

E + k z~ (1+ j-) COSO R - K(p',-t;)S(z') pdpd-jdz

E (x' ,, OR
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j3 3 si2 RO2 R1
H H (x,y,z)'O 2T -(1+ -- +- Sin os 2 0 +(1+ -- +

jkR (jkR) R R jkR (jkR:

(+- -(1 +3JR ----- ) sin ORsinIORCOS4R

H + i 3 .2

Hz (x,y,z) 0- - j--k- + kR) )sinOR RCS0R )
-jkR

e K(p;,g ; ) d dz

47t R

For the case of a uniform current distribution, we can evaluate the

integrals in a closed form for observation points along the axis. To

show this, let K(4'') = 1, and (x,y,z) = (0,O,z). The integrals

irn z' and q car, readily evaluated. The results are,

E (0,0,z) 0jkx I 1 kz -0"

E (0,O,z) I 2 (1 + kz e do"y J2 0

E z O,0,z) 0 Jjkz

H (O,0,z) 1 r jk 1 2_ 3 3 kz -d
Hy(0,0,z) 0 (1l----) - ] e do'

y a, 2r o '2 o-' 0 2 r-
H (0,Oz) 0 jkz

where change of variable by or'= jk(p '2 + z'2) 2 , and = (z 2 + a

Performing the irzegration by parts yields,

F x (0,0,z) 0
(p l- )

LEy(O, O, z I --)
E (0,0,z) 0

(O'z)

x - 1 1 1 -2 -jk
,H (,,z) 0 e + (1- ) + (1 ) -J e
; y ,z) 2rt r k jk ;
H (0, 0,z) 0

These are the exact solutions in the closed forth expressions the same

as those given by eqs. (8) and (11) of [8).
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CONCLUSION

The useful formulas for solving Maxwell's equations with given

current distribution are derived. The results are exact with no

approximation, and can be explicitly written in matrix formulation,

such that both the current source and resulting fields may be easily

expressed in terms of various coordinate systems. If the radiation

fields either in the near or far region are of primary interest, the

formulation is greatly simplified. The electric and magnetic fields

can be simply found by the direct matrix multiplication whenever the

radiation vector due to the .urrent source is determined. Some

well-known antenna configurations are used to demonstrate the merit

of the technique presented.



APPEN I X

For reference, some useful formulas are listed below. These

formulas are independent of coodinate system. Also J is treated as

a constart under the vector differential operator V.

7. • R 3 (2E&)

7 x' R =0 (26c

7 (R J) = J.

7 (R J ) = -2 26_

-2--'

qv~ (R J) 02E:

J*(2 7 b)
2

J R Rk I7

7 R = 0 (..7b)

• f (R) f = i• '(R) "(2
f (R) = i. f'(R) J (2 b)

V f(R) = R fR) (2ac)

7 • F(R) = R '(R) (29a)

'7 (R) x R% (R) 2.9 b

V (F (R). ) = R F'(R , (29c:
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where, for itnstance, bcth r a-rd ' are i, the Cartesian ccoroirate

syst er,,

R= r - rl' = x( - x') + y(y - y') + Z(z - z') (3r0a)

R = Ir - ,'I = [(x - x')2 + (y - yV) 2 + (z - zr)2 ]) (30b)

- - + = x __(3cc)

R ) X- a'I 3 y

The derivat ion of (7) from (6) may therefor be made by usirg sor,-;e

of the above formulas, such as (27) arid (28).

P (RJ 4' =VQ(~ D(R)J +'- 7(R.m(RJ)

g (R)J + -. ;(R) (R') + ' (RJ) Vm(R?

= g R) + - O'kR)-(1 - R) T + - (R) Ro(R)

-- XC -R- R x g(R)J (2.J r

i rice

g(R) = e 

( 

__='_

4r R

1

g(R) = -jk (I + g (R)
j kR 

% b)

R) -k2 +2. 4  2
g"(R) (1 +jk kR)1  ) g(R) (32c)

Then

I -I V . I g(R) J(r')
1-2 -2 '

g(R)[(l +.~ + )(- RR) + +~--4~ )RR]3 16-') (32a)
jkR (jkR) JkR (jkR) 2

i X ) ] (q) J(r')

= p (R) [(1 4 -. -])
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That is,

G (r) q(R) J~r) R 67'(R) J(G (4 a

K (r) (R) J (7r) = (R) k(R) J(r') (34 b)

This completes the derivation.
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(0) VECTOR OPERATORS:

1. Vector A

2. Dot-Product A.

3. Cross-Product A x

4. Gradient V

5. Divergent V.

6. Curl Vx

7. Divergent-Curl 9 0 V x

a. Curl-Gradient V x V

9. Divergent-Gradient V *V

(Scalar LaPlacian) - v 2

10. Gradient-Divergent V V

11. Curl-Curl V x V x

12. Gradient-Divergent -Curl-Curl V V *- x V x

(Vector LaPlacian) - V 2
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(A) CARTESIAN COORDINATES: C (xv Y.1 z)

1.(A)C 
= A

-A

3 . 1 -3c = A

4. (V)C =

0 66

6.6

7. (VCC~ 0 0 0

a. frJc(v 7 )c 0

9 {>C(V)c

61 + 612 + a

(52 ~2 Y Z

22 al_

1. EVICEI 7 JC I - 2 62 6

62px

00
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(3) CYLINDRICAL COORDINATES: d (p, i z

CA A A~ A

3 -A3

6. (g~d AZ 0 - I
0 p A

(T(]
4. d = 

C,6{. vl 21 6 1 1a

0 16 16 6 )T

11. ( IVd~3d 0 ... )6
3p Zip~ 15- w

1 
p 0

7. d(Vd~ 1 28 0

8 VdVd 0dd

+ +

10. (VdV. I [V ( =6 +-- 0C

-wp- p aw 418



(C) SPHERICAL COORDINATES: S 09 o, r)

1. (A)s =

2.A - =(Re noAr

-4 0 -ArA
3. (AJS = {Ar 0 e

1 6

5. tvi 1 8
rs ing--6- F-S-l-r rsin9-r

0 r 1 6

1 6 1 6 sn

7.iE9 rs),s[S1l 0

a. (viS(m 7 s 0 J
.9 -C 11- (V s 1 A- 1 ~ 2

A~~.- r 2ain6 W F T ~ +~ r- -- rF

1(' 1)( acsO 15z 261 -?
5F Ur sji-Ui

(02 +2 ___ 2I 1 66

11. Evism1 (6 -coSe ) L C)2 +26 -1(61 +COS8 - 1 15

1(d + 6~COse) 1(6 +1) 1 6 .i 6 1 csO t. 1 6

S 12 ~ 62

12. (V)slV),s - VsE~ -.9 fos 6\ s- 1i 1 2~~~U&

cose) .. 2 1 6 s~
rinr 2 SI ne ?rii -
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